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I. AN OVERVIEW OF VALUE-DRIVEN DECISION THEORY

A. INTRODUCTION 
V

I The proper modeling of coemand, con trol , and information (C2!),
as it affects combat performance, has been one of the most difficult

I problems confronting the combat simulation designer. This problem has
become particularly acute in recent years becai.~e of the need to assess

I the combat effectiveness of major advances in both sensor systems and —

information processing. Al though it is recognized that combat performance
depends critically on the availability of timely and relevant information ,

I the lack of procedures for quantifying the impl ications of improved infor-
matlon flow has made it extremely difficul t to assess the combat performance

F I of new weapons systems. For example, improved information has no effect
on the maneuverability of a particular aircraft or the rate of fi re of a

I particular gun; however , it can profoundly influence combat outcomes by
changing the choice of missions for the aircraft or the aimpoint for the

I gun.

To represent the effect of information quality on combat outcomes,

I It is necessary to model the way that combat decisions are infl uenced
by the availabili ty of information. Until recently, no effective model i ng

1 procedures have been available for realistically representing combat de-
cislon processes in computer simulati ons . Recent theoretical developments 

V

I in the understandi ng of human decision processes, however , appear to offer
the possibility of realistically simulating command—and-control processes.

I The new approach that is used to model the effects of C21 is descri bed as
an information—oriented , and value-driven, simulation. This type of combat
model simulates not only the physical interactions between combatants, but

I also the efFects of Information that is used by combatants to make decisions
in response to a changing combat environment.

I
I
1 7
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Decision-making In a value-driven simulation follows a procedure
that parallels the human decision process. A decision element considers
a number of al ternative courses of action and uses an imperfect model of
the real world (its mental model) to project probable outcomes for the
al ternatives. The mental model reflects both the decision element’s
knowledge of and uncertainty about the combat environment. Like real
combatants, a simulated combatant projects outcomes only a short distance
into the future and re—exami nes his decisions periodically as the situation
evol ves. Because outcomes are projected only a short time into the future,
the simulated combatant must necessarily use heuristic value criteria to
evalua te the projected outcomes. To make the simulation perform as re-
al istically as possible, the criteria are adjusted to correspond as closely
as possible to the heuristic values that might be used by a human decision -
maker in a similar situation. -

Heuristic va l ues also serve as the medium for communi cati ng “pref-
erences” between decision elements. Orders, for example, are communi cated
between decision elements by modifying the value structure of the receiving
element, so that the element tends to act in accordance with the inten-
tions of the send i ng element. This procedure forms the basis for
realistically representing command structures in value—dri ven simulations.

Value-driven simulations thus provide a useful vehicle not only
for studying the effects of improved information flow in combat simula-
tions , but also for developing insights into complex combat operations
i nvolving many interacting decision-makers . The method has thus far
been fully exploited In the development of many-on-many combat simulations
in which the i ndividual pilots are explicitly modeled , and is the desi gn
of the C2! system for the Air Force’s Combined Arms Simulation Mode l
(CASM). Noncombat applications are also under development. V

8
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The present report was prepared by Decision-Science Applications ,

I Inc., (DSA) under Contract F49620-77-C-0089 to the Air Force Office of
Scientific Research. Although intended as a handbook for the design
and development of value -driven simulations , the report Is not Intended
as a design “cookbook.” Rather, it has been structured to present the

I basic philosophy for the design of value-driven simulations and the tested
techniques necessary to implement them.

f This report is organized as follows. Chapter I presents the
basic theory of value—driven system design. It is Intended as a general

I overview of the pri ncipal concepts for the non-designer. Chapter II
describes the design consideration necessary to build a value-driven

I simulation . Chapters III and IV describe value structure design.
Chapter V exami nes the generation of alternatives . Chapter V I describes

I the construction of the mental model , and Chapter VII discusses computer V

implementation concepts In value—dr iven design.

I B. BACKGROUND
The origin of value-driven decision theory can be traced to the

I work of a small group of scientists at Lambda Corporation in the early

1960’s. These scientists were concerned with the development of strate-

I gic warfa re models for use in eva luating the effectiveness of U.S.
strategic forces--missiles and bombers--against the Soviet target base.

I 
The principa l problem faced by these scientists was the allocation of
over 1 ,000 stra tegic weapons , some of them MIRVed , against a Soviet
target system that con~prised in excess o~~5,000 targets . Traditiona l

I methods for performing such allocations employed laydown procedures , in

which va l ues we re first ascribed to targets and then weapons assigned to

I the targets, one at a time, In such a way that the weapon effecting maximum
damage was assigned first, the weapon effecting the second-most damage

I second, and so forth , until the weapon inventory was exhausted . These
procedures had the advantage that they were easy to apply and produced

I reasonable solutions. The solutions were, however, nonoptima l and the

degree of nonoptlmallt.y i.e. the difference between the value of the

~~~~~~~~~~ 
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optimal and the realized solution, could vary substantially from case
to case. Since many studies of Interest were concerned wi th relatively 

V

small differences in effectiveness between alternative force structures,

the laydown procedures were not sati sfactory. An optimal method--or at
least a method in which the deviation from optimal could be accurately
estima ted--was needed.

To meet this need, the Lambda scientists developed a method known
as General Lagrange Multipl ier (GIN) theory.1 This method diffe red from
ordinary Lagrange Mul tiplier theory——which can be applied only to dif-
ferentiable functions defined on a piecewise continuous region--in that
it could be applied to an arbitrary bounded function defined on an
arbitra ry region. Moreover, the method was particularly adaptabl e to
the computer, so that very large problems, such as the strategic assign-
ment problem introduced above, could be readily solved.2 The GLM method
was first applied in the QUICK General Wargaming System where it was
used to accomplish the assignment of U.S. and Soviet forces in a nuclear
exchange.3 This system successfully performed the detailed allocation
of bombers and land- and sea—launched missiles to targets taking into V

account numerous real-world considerations usual ly ignored in computer-
ized models. The system is still used today by the Joint Chiefs of
Staff to evalua te the SlOP, the U.S. Strategic Integrated Operational
Plan.

‘H. Everett, III , “General i zed Lagrange Mult ip l ier Method for Solv i ng
Probl ems of Optimal Al location of Resources,” Operations Research 11,
397-417 (1963). The mathematical formalism was actually developed by
Dr. Everett at the Institute for Defense Analyses (IDA). He subsequently
founded Lambda Corporation where the method was developed more fully.
2The method is described in detail in Chapter III.
3The NMCSSC QUICK-Reacting General War Gaming System (QUICK). National
Military Coninand System Support Center, July 1967.

10
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The QUICK General Wargaming System was a forerunner of the modern

I 

value-driven decision system, and it included a number of the features
of the modern system: It included a highly sophisticated, computerized V

decision algorithm, capabl e of making realistic real—worl d decisions;

I it associated values, albeit In highly simpl ified form, with alternative

courses of action and used a val ue maximi zation principle to select an

I operative course of action; and it utilized the concept of Generalized
Lagrange Mul tipl ier, which is one of the primary implementation themes

I of the value—driven method. Nevertheless, the QUICK General Wargaming
System lacked many of the features that define the modern value—driven

I method. Of most significance is the concept of a mental model , which
is used by a simulated decision entity to form its own perception of

the simulated environment. The decision entity to form its own percep—

I tion of the simulated environment. The decision entity interprets

simula ted “sensor” data (In light of rules of information interpretation
encoded into the entity); it generates al ternative courses of action ,
associates values wi th the al ternatives (as opposed to having them

I preassigned), and selects a preferred course of action. These and the
other capabilities that now characterize the method evolved over an

extended period of time.

The ini tial refinements in the value—driven method paralleled the
advances in the development of the Generalized Lagrange Multiplier method.
The first of these was the extension of the GLM to handl e two—sided game

I theoretic and mi nmax problems.1 This capability permitted combat scenarios

to be represented in situations where the combatants acted i n an adversary

I role, each trying to maximi ze their advantage over the other. Early

applications of the method were to strategic scenarios, in which the

I 
defense allocated his defense--generally terminal ABMs——to minimize the

damage the offensive woul d i nflict, and the offense——generally with
knowledge of the di sposition of the defense—-allocated his forces to

I maximi ze the damage inflicted.

1G. Pugh, “Lagrange Mul tipliers and the Optimal Al location of Defense
Resources,” Operations Research, 12, 4 (1964).

1 11
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The development of a pharmaceutical production scheduling system

for Merck & Company represented the next significant advancement in the
development of a value-driven method.’ Merck was exploring a new plan t
design concept , in which multipurpose equipment, i.e., centrifuges,
fil ters, tanks, etc., could be combined In “erector set” fashion to
produce a desired product set. The proposed plant was to produce up

to 150 products using over 200 different module types. The essential
problem was to develop an automated scheduler that would schedule pro-

duction over approximately a one-year time hori zon In such a way that
corporate profit would be maximi zed and the size of the plant, for a
given level of production, would be minimi zed.

V 
The development of the Merck scheduler introduced three new features

to the value—driven method. First, and most simply, it represented the
first treathient of dynamic play , in which the method is applied to
system evolving over time. Previous appl i cations , such as In QUICK or
in the game theoretical play , addressed only one-time assigments or
at most strike—counterstri ke exchanges. Second, and much more importantly,
the Merck scheduler represented the beginning of the systematic development
of heuristic guideline s for va lue—driven systems. The Merck scheduler
was not a rigorous optimization system but rather employed heuristic
procedures for obtaining near—optima l solutions . It was recognized in
the design of this scheduling system that rigorous optimization Is often
nei ther feasibl e nor desi rable in “real-world” operational systems, and
so the emphasis in developing value—driven decision systems shifted from
a search for optimality to the development of systematic heuristic pro- 

V

cedures for representing real-world systems.2 Third , and finally, the

Lucas and G. Pugh, A Moderni zed Plant_Design and Scheduling System,
Volumes I , II , III , IV, V, Merck & Company, December 1970.
2Later, when the emphasis in developing value-driven decision systems
focused on the representation of the human decision-maker , It was
recognized that strict optimality was also not a characteristic of - )
the human decision—maker , so that heuristic procedures which provide
good but not necessarily optimal solutions , often provide the most
satisfactory representation of the decision-maker.

12
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I
Merck scheduler represented the introduction of complex value functions
to the value-driven method. In traditional methods , such as linear pro-

I grenuning, values are input to the model and the program finds the optima l
solution for these predefined values. In the Merck scheduler the values

I are generated dynamically during the execution of the program, responding

to inventory shortages, module availabilities , and current production

I schedules. The dynamic generation and adaptability of the “values” Is
a hallmark of the value-driven method. In the scheduler the values are
generated and the production decisions made using a modified form of the
Generalized Lagrange Multiplier method.

I The next step in the development of the value-driven decision method
was realized In the 44-City Study , In which student busing plans for 44

I metropol itan areas were developed for the Department of Health, Education ,
and Welfare (HEW).1 Because of controversy over the busing of school

‘ 
children that had developed as a result of court ordered desegregation
plans , HEW was interested in efficient student assignment plans that
would m inimize the number of busIng miles required, subject to constraints
o~, the racial composition and the capacity of the schools and to certain
subsidiary constraints on, for example, the maximum distance any student

I would be bused .

I The development of the computerized decision algàrithm for generating
the student assignment plans Introduced two new features to the value-driven

I method. First, it represented the first time that complex alternative
courses of action had to be explicit ly generated. In most optimization V

probl ems, the feasible courses of action are either readily enumerated,

I e.g., In dynamic progranring, or are automatically generated by the solu-
tion method, e.g., in linear progranining. By contrast, In the development

I of the busing plans , specific bus routes had to be constructed (starting
from a detailed road map); combined into alternative courses of action ;

G. E. Pugh and H. Everett, School Desegregation with Minimum Busing,s Lambda Paper #68, December 1971.

i 
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evaluated; and then compared to other potential courses of action. The
necessity for generating alternative courses of action and the guidel ines ‘ ‘  

V

used in generating them constitutes an important feature of the value-
driven method. This Is particularly true in ground combat applications ‘ a

where there is a clear need for generating penetrations, envelop envelop-

ments, and other complex maneuvers.

A second important feature introduced bythe development of the busing
plans for HEW concerns the development of value functions for large systems
and the treatment of subsidiary constraints. Initial attempts to generate
busing plans , taking into account only the major constraints, revealed

-~~ that there were many solutions (i.e., busing plans) whose values were -

arbitrarily close to the value of the optimal solutions, and that among ¶
these there were invariably some that satisfied the subsidiary constraints .
The important question then became how to automatically select the desirable
solutions without explicitly taking the subsidiary constraints into account
and thereby inrensely complicating the analyses. The solution was found to
be simply to add any small term to the value function that would discriminate
among the degenerate solutions. This was a particularly important observa- -;
t ion, for it led to the use of the mul tip le component va lue functions that
are integral to the present theory, and it led to the realization that the
precise form of the value function that is used to characterize the worth
of an alternative is not critical , so that standardized forms for the value .

function could be adopted for use In many practica l applications.

The development of a formal and rigorous procedure for characterizing
dynamic play in combat games and the subsequent development of heuristic
Implementation procedures constituted the next step in the development
of the value-driven decision method. The mathematical formulation of
the dynamic optimization problem, when expressed in the General Lagrange
Mul tiplier formalism, was found to decouple the successive stages of the
problem in a simple and intuitive way, permitting the dynamic problem to
be rIgorously treated as a multistage optimization problem, in which each .

stage could be independently optimized . The decoupling was effected by

14
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I means of the Lagrange Multipliers (or shadow values), which reflected the
value of withholding a weapon for future employment. This conceptually

I simple interpretation of the Lagrange Multiplier permitted the heuristic
solution of many problems that were too complex to be rigorously treated

I by the method. The most well-known application of the method was in the
MUSTEX system.’ a multiple-stage strategic nuclear exchange model which has

I 
been extensively employed by the Chief of Naval Operations to study strate-
gic problems.

I The first model In which the concept of the mental model as it
exists in the modern value-driven decision system arose was TAC COMMANDER ,
a model developed for the Air Force Assistant Chief of Staff for Studies
and Analysis to simulate the tactical air coninand-and-control system for

I NATO forces in Western Europe.2’3 In TAC COl’VIANDER, reconnaissance air-
craft are coninitted to specified areas to gather information on the activities
of the ground forces. This information is then comunicated back to a central

I decision center where it is interpreted, prioritized , assigned to a decision
cue, and later used in the assignment of strike aircraft to targets. The

I Interpretation of the data is effected primarily in terms of the perish- S

ability of the targets, which is then translated Into an urgency to attacks

I the targets and used in setting target priorities. The targets are then
processed according to their priority . The decision process in TAC COMMANDER,

I wh ich concerns the ass ignment of a i rcraft from se lected ai rbases to targets ,
was originally structured using decision rules , which specified for a given

I 
set of conditi ons the a i rbase and the a i rcraf t to se lect for a gi ven strike.

10. Nobl e and G. Pugh , Staged Counterforce Exchanges, 1985-1990: 1mp h-
cations for Strategic Force Composition and Characteristics , GRC Report

I 904-01-CR , November 1976.

Lucas and S. Col l ier, TAC COMMANDER: A Description of the Intermediate

I Priority-Driven Model, Lambda Report 152, January 1975.

S. Col l ier and S. Pugh, TAC COMMANDER: A Description of the Value-Driven
System, GRC Report CR-flO, May 1975.
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This was subsequently changed to a value-driven scheme in which the choice
of aircraft was determined by considering both the probable damage to a
target and the probability an aircraft might be lost on the mission .

TAC COMMANDER thus possessed many of the features of the modern value-
driven decision system. An internal mental model of the external world
gave TAC COMMANDER the capab ility to Intercept sensory data and to ass ess
the urgency of assigning strike aircraft to targets. Specific aircraft
from spec ial a irbases were then ass igned, Initially according to a series
of decision or priority rules which reflected particular tactics hardwIred
i nto the model , and later according to a value structure which favored the
adoption of particular tactics but would allow deviations from them to
account for unusual c i rcumstances. In thi s rev i sed form, the tactics
themselves were subject to modification simply by modifying the parameters
characterizing the value functions rather than by modifying the code itself.
TAC COMMANDER thus not only assumed the form of the modern value-driven
system, but acquired much of its versatility as well.

The FIMOD a ir defense s imula tion, develo ped for the Institute for
Defense Analyses (IDA) to provide an effective comparison of various F-15
and F-l 6 force mixes in the defense of Europe, extended the va l ue-driven
assignment concepts developed in TAC COMMANDER to include multiple decision
elements.1 Three decision levels are explicitly represented in FIMOD:
External Control , Flight Leader Control , and Pilot Control . Comand infor-
mation is coninunicated between these levels through a coninand language
appropriate to each level . The use of explicit comand channels allows
each level to respond automatically to the decision made at the next higher
level .

FIPIOD therefore extends the concepts developed in TAC COMMANDER to
provide the hierarchical control structure necessary for the control of

‘Value-Dr iven Simulations and FIMOD, GRC Report IP-Ol-W , December 1975.
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V
hundreds of aircraft . Use of such a hierarchical control structure make

I 
it possible to use a comparatively simple and transparent logic to deal
wi th the decisions at each level , for the decision processes do not have
to be concerned with the details of how the decision is implemented at
the lower levels. Al though the decision logic In FIMOD was primarily
concerned with the efficient utilization of interceptor resources (as
in TAC COMMANDER), the use of coninand hierarchies and central linkages
formed the basis for inter- and intra-decision element linkages discussed
throughout this report.

I 
The ful l power of the value—dri ven decision method was not v f?al i zed,

however, until the development of the TAC BRAWLER, a many-on-many tactical
ai rcraft simulation in which individual pi lots are expl ic itly modeled

I as distinct decision entities.1 Each decision entity in TAC BRAWLER has

access only to data received via its own sensors or via coninunication

I links with other aircraft. Data received via these links is integrated
into an internal mental model of the external world, which is formed by

I the i ntegration of previous perceptions received via sensor and coninand

links into a pre-existing structural model of the external world.

I 
Empl oying i ts rev ised mental model , each decision maker makes an ap-
praisal of the extant world situation , constructs potentially attractive
courses of ac tion, projects their outcomes, assoc i ates values or measures V

of worth with each outcome , and selects a preferred course of action . An
act ion, for example , may be a particular maneuver designed to initiate

I attack aga inst a hostil e a i rcraf t or to evade an attac ker, or it may be
a coninunication from a flight leader to a wingman instructing him to
engage or to break off an particular contact. The consequence of such

I 
l~ Gorman and R. Kerchner, TAC FLIGHT: A Value-Driven Multi-Aircraft
Simulation for Analysis of fl~se Mr Combat, GRC Report 913-01-CR,
November 1977. (The name of the TAC FLIGHT simulation was later changed
to TAC BRAWLER.)

I
1 
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a coninunicatlon would be a revision in the value function structure of the
wingman to Increase tbe desirability of pursuing courses of action consis-

tent with the directive of the flight leader.

By the use of such procedures and by the development of a sufficiently

robust mental model of the external world, a coninand-and-control system and
the decision elements Incumbent to it can be fai thfully and precisely repre-

sented, and the resu ltant s imulat ion struc ture can be used both to reflec t

V the effects of coninand and control In combat simulations and to study con~nand-

and-control systems themselves. In the following section , the basic concep-
tual structure of the value-driven approach is briefly outlined as it will

be developed in the remainder of the report.

C. THE VALUE-DRIVEN PARADIGM
The value-driven decision approach to the modeling of C3 In combat

simulations comprises both a formal structure and a body of guidelines

and techniques for use in applying the approach to combat simulations.

This section describes the basic logical structure of the va lue-dri ven
V approach. Subsequent sections elaborate on the approach and compare it

with other approaches for treating C3 in combat simulations . The balance
of the report is concerned with an exposition of the guidelines and
techniques for implementing the value-driven approach in combat simulations.

The essential element of the value—driven approach is the decision
element. The formal structure of the decision element is shown In Fig.
1.1. The decision element comprises all the essential features and
characteristics necessary to represent decision processes in combat
simulations. This includes the capability to receive and interpret
sensor and coninunications data , to form an internal mental model of the
ex ternal worl d, to generate possible courses of action and to project
the ir consequences , and to select and di rect the imp lementat ion of a
particular course of action.

18
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Figure 1.1 . Logical Structure of the Decision Element

I
I 

.

I S

I
I 19

VV~



— 
-~~~~~~ ~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~ w— •—’

~~~~~r— - V.

As is illustrated In Fig. 1.1. the decision element i s composed
of three primary structural elements and a series of activities that are
controlled by or used in the construction or processing of the elements.
These elements are :

1. The Executive Control Program. This master program performs
the supervisory and control functions for the decision element. It
oversee: the execution of each of the major activities , including those
concerned with the formulation and updating of the mental model and the
generation, projection, evaluation, and selection of courses of action.
All essential activiti es of the decision element are thus under the
control of the Executive Control Program.

2. The Prior Xnowledge Libra ry. To realistically and satisfac-
torily perform the decision—making functions in a combat simulation
model , a decision element must have access to information not accessible
exclusively via sensor and coninunication links with other decision
elements. This i nformation is contained in the Prior Knowledge Library .
The analyses of sensor data in a ground combat simulation , for examp le ,
might suggest that the observation of a tank, when accompanied by some
evidence of additional activity in the area, should be interpreted as
the presence of an armored column . Similarly, certa in dispos i t ions of
hostile forces might suggest the onset of an attack. In these cases,
without the preconceived notion of an armored column or without the
preconception of “threatening dispositions of forces,” the decision

element would be unable to correctly diagnose the situation and initiate
a proper response. The situation is very similar to that encountered
in robotics, where a mobile robot guided by a television camera must
interpret a certain configuration of lines as a solid object lying in

its path. The robot must then take corrective action to reach Its
objective. Wi thout the prior knowlege that such configurations of lines

correspond to uobjects to be avoided” the robot would be unable to
initiate the proper response. The prior knowledge of the objects to be
avoided must be built into the decision logic of the robot.

20
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I Similar considerations apply to the generation, projection, and
evaluation, of courses of actions . The type of prior knowledge required

I here takes three forms. The first is simply the knowledge of the rules
or laws of action which permit the decision element to project the conse-

I quences of pursuing a given course of action . In the ground combat
simulation, for example, a decision element “contemplating” a penetration

I of the enemy lines must have a basis for evaluating the worth of initiating
the action. To carry out this evaluation , the dec i sion elements must have
the means of deducing the consequences of the action given its perception

of the overall situation.

I The second type of prior knowledge concerns the set of al ternative
courses of action that are generated as candidates for implementation.

I This is an area that has been the most seriously neglected in the con-
struction of classical campaign models and is a major source of the

I objection that the models do not faithfully reflect the way “people

really fight.” In particular, most models do not reflect the asyninetry

between the way the NATO and Warsaw Pact forces contemplate fighting in

I Europe. The second type of preknowledge thus concerns knowledge of the
doctrine and tactics that guide the selection by the decision element of

I promising courses of action .

I The final type of prior knowledge concerns the evaluation of the

courses of action for the purpose of the selec tion of an al ternati ve for

I 
implementation. Measures or values have to be availabl e to the mental

model for determining the relative or, in some circumstances , absolute

worth of pursuing a particular course of action . For example , in a

I ground combat simulation measures must be available for assessing the V

relative attractiveness of initiatin g a flanking attack compared to

I undertaking a broad frontal assault. The primary valuative procedures

for discriminating among such alternatives therefore must be part of

I the prior knowledge available to the decision element.~

1We temporarily omit adaptive models from consideration . Even these,

I however , must have ultimate or primary values to guide the adaptive
process.

21
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3. The Mental Model. For a decision element to contemplate
possible courses of actions, to project their outcomes, and to evaluate
their utility requi res a “mental pi cture ” or “mental model” of the
current state of the external world. This mental model then serves as
the basis for all activities of the decision element. In the value-
driven decision method the mental model is developed wholly from the
prior knowledge available to the decision element and from the data
received duri ng the simulation via sensor and comunication links wi th
other decision elements. Construction of the mental model is guided by
the requirement for generating a perception of those aspects of the ex-
ternal world that are necessary for projecting and evaluating alternative
courses of action. Referring once again to the example from robotics,
the mobile robot must develop, from the collec tion of lines presented
to it, preceptions corresponding to “objects to be avoided” an d also to
“areas of potential avoidance ,” the latter corresponding to regions blocked
from the robot ’s field of view. With these perceptIons, the robot has a V

sufficiently complete mental model of the external world to construct
and evaluate alternative routes that are potentiall y available to it for
reaching its objective . Similarly, in a ground combat simulation , a
decision element contemplating a potential penetration must have a geo-
graphical model of the prospective penetration area, including possible

V routes and defended terrain , as well as sufficient sensor and coninunications

data on the distribution and strength of friendly and hostile forces to

permi t it to evalute the feasibility and effectiveness of pursuing such

a course of action .

The. series of Information processing activities engaged in by the

decision entity can be conveniently divided into those activities i nvolved

in the generation of the mental model and those that use the mental model

i n the generat ion, evalua tion, and selec tion,of courses of actions .
Those activiti es that are primarily i nvolved in the generation of the

mental model are:

22
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‘ Input data. This activity co,~s ists of the entering of
sensor and comunicatlon data into the decision element
for use in updating the mental model. Comonly included
in the activity are the introduction of uncertainties in

I 
data , ti~e delays , data loss , incorrect data, and other
features reflecting the imperfection of the sensors and
other data sources that limit the quality and timeliness

I of the data availabl e to the decision element.

I
. Interpret data. This activit y consists of the initial and

primarily l ow-level interpretation of sensor (and possibly
coim~unication) data. It is most readily defined for the

I ground combat model where it can be characterized as the
cons truc tion of a “situation map,” consisting of the loca—

I tion--real or surmised--of friendly and hostile forces and ,

where feasible, indicating their direction of movement and

I other characteristics which are subject to observation . The

type of inferences requi red for data interpretation is ex-

I hibited by the example cited in the discussion of the Prior
• Knowledge Library, in which the observation of a tank

accompanied by some evidence of additional activity sug—

I ges ted the presence of an armored column in the area .

I Perceive situation. This activity consists of the generation
or updating of the mental model employing the new and inter-

I preted information received via sensors or coninunication
links with other decision elements. It differs from the

I data interpretation function, in that it consists not of
generating the situation map but of analyzing it to extract
key variables that are relevant to the generation of candi-

I date courses of action. By analogy with the human decision
process it can be referred to as “action-oriented perception ,”

I in that the guiding principle in situation perception is to
focus on that por tion of the ex ternal world that is relevant

1 
23
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to the actions that are available for implementation by the
decision element. Situation perception is thus closely and
i nextricably i ntertwined with the generation of alternative
courses of action. Examples of situation perception range
from the assessment of the intentions of hostile aircraft V

and the determination of hostile aircraft that are promising
candidates for attack by friendly aircraft in TAC BRAWLER
to the determination of the density of enemy forces for use
in estimating the rate of advancement and ultimately the
likelihood of successful penetration in a ground combat
simulation .

Those activities that may be primarily characterized as using the
mental model in the generation and selection of courses of action are:

Generate and project alternative courses of action. A
principal determining feature of the value—driven decision
approach is the explicit dynamic generation of alternative
courses of action by a decision element during the execution
of the simulation. In a ground combat simulation , for
example , a division — level decision element may consider

-
- several different penetration alternatives and then project

the consequences of selecting each alternative as a basis

for selecting an alternative for implementation. Similarly,
in TAC BRAWLER, a pilot might consider several different
man euve rs, project the consequences of selecting each maneuver,
and then select for implementation the maneuver that projects
to the most desi rable state. In each case, for the division
level element and for the pilot , the projection of the al-
ternative will normally be carried out using a much simpler
and more aggregated model than is used In the actual play of
the game, both to more realistically simulate the limitations
of the human decision process and to conserve computer
resources. This simpl i fication of models used in the pro-
jection of alternatives is a genera feature of the value-
driven method.

24 
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Associate values wi th alternative courses of action. The
assoc iation of values w i th al ternati ve courses of ac tion
is the characteristic that gives the value—driven decision

I method its name. Values provide the mechanism by which 
V -

al ternatives can be compared and by which preferred alter-

I natives can be selected for implementation. They are the
pri ncipal feature that drives the simulation and the feature

I for which the greatest effort has been required for generating
guidelines and techniques for use in their construction. In
addition to their role in alternative selection, they play a

I fundamental role in the transmiss ion of orders and di rectives
from one level of a coninand hierarchy to another. In TAC

I BRAWLER, for example, an order from a flight leader to a
wingman to attack a particular hostile aircraft is reflected

I in the simulation as an enhancement in the wingman ’s value
functions for those alternatives representing an attack on
the hostile aircraft.

I 
. Select alternative. This activity consists of the selection

by the decision element of a particular course of action .
Al though employing values to make the selection , the selection

I process i s general ly conducted in a manner that differs from
that employed in most allocation methods, for the emphasis

I is on identifying an alternative that provides an acceptable
but not necessarily optima l solution . Following the exami-

I nation of a small but carefully selected set of representative
solutions , additional alternatives are examined-—generally one

I 
by one--until a satisfactory solution is identified or a
l imit is reached on the number of solutions to be examined .
This procedure is adopted both to more clôsèly simulate

I human decision processes and to provide a mechanism for
generating courses of action in situations like penetrations

I where the actions are difficult to construct and enumerate.
The emphasis In this aspect of the design process is on developing

- 
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procedures to ensure that the set of solutions examined are suff i-
ciently robust to contain at least one acceptable solution and on

$ developing stopping rules for terminating the search procedure.

The Executive Control Program, the Prior Knowledge Library, the

Mental Model , and the five primary activities (input data , interpret

data, perceive situation , generate and project courses of action, asso-

c iate values with ac tions , and select an alternative) constitute the
logical framework and dynamic behavior functions of the decision element.
For many prac tical appl ica tions , this structure -as described and as
exhibi ted in Fig. 1.1 provides an enti rely satisfactory representation

of the decision processes in combat simulations. For a simulation like

TAC BRAWLER , however , in whi ch the Indi vi dual pilots are explicitly

modeled, the spec trum of dec i s ions that must be cons idered i s so di verse
and the input requirements so varied that the decision processes are
most efficiently represented in the form of a hierarchy of decision
elements. Such a “multi-tiered” decision element is shown for TAC
BRAWLER in Fig. 1 .2. The dec i s i on element, as displayed , represents
the fl ight leader , who has responsibility both for decisions concerning
the activities of the flight as a whole and for pilot-related decisions
concerning the activities of his own aircraft. The upper dotted box in
the figure corresponds to those decision processes related to flight
activities; the lower dotted box to those related to the flight of his
own aircraft. A wingman , who does not have comand responsibilities
for the flight, would be represented by a decision element containing
only the lower dotted box.

The TAC BRAWLER multi-tiered decision element illustrates a number
of features of the value-driven approach. In addition to the division - -

of the decision element Into the two major tiers corresponding to the
fl ight-related and pilot—related decision types, there Is a further
division of each category into posture and tactical decision levels and ,

in the lower box, into a subconscious decision level . These levels re-
flect a hierarchical decision process in which general policy or posture
decisions are made at the upper level and tactical or implementation
decisions reflecting the upper level decisions are made at the lower level .
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COMMUNICATIONS r

I FROM OTHER I __________________________________

DECISION ELEMENTSI~~~~P SELECTION OF FLIGHT POSTURE I FLIGHT LEADER TIER

I SENSOR DATA 
DECISION : INITIATE HIT AND POSTURE LEVELI RUN ATTACK

I 
L-

~

I SELECTION OF FLIGHT TACTICS FLIGHT LEADER TIER
DECISION : AIRCRAFT A ATTACK
HOSTILE 1. AIRCRAFT B TACTICS LEVELI ATTACK HOSTILE 2. I

VAL UE TRANSFER - L . .__..____J
OR
ALTERNATIVE SPACE ____________________________

DEFINITION 
I [ SELECTION OF AIRCRAFT POSTURE PILOT TIER

• I 
[__

DECISION : ATTACK HOSTILE 1. POSTURE LEVEL

I _ _

_ _ _ _ _ _ _ _ _ _

I SELECTION OF AIRCRAFT MANEUVER PILOT TIER
DECISION : MANEUVER TO INTERCEPT1 1000’ BEHIND PROJECTED POSITION TACTICS LEVEL

• OF HOSTILE 1.
DIRECT

I IMPLEMENTATION

I 
DETAILED CONTROL OF AIRCRAFT PILOT TIER

INDUCE DESIRED PITCH AND ROLL

I RATES AND ACCELERATIONS TO SUBCONSC IOUS LEVU
EFFECT INTERCEPTION .

I L — — — — — — — — — — — — — —
FIgure 1.2. Mul ti-Tiered Decision Element for TAC BRAWLER
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Consider the flight and tactics decision processes for the flight-

level tier. At the posture level , the flight leader is concerned about

the overall strategic objectives for the flight as a whole. For example,
the courses of action he might consider for the flight include: hit-

and—run attack, as indicated in Fig. 1.2; a brawl attack, in which the
flight engages in a sustained attack against the hostile force; or a
variety of defensive actions , such as a break if the flight is subjected
to a surprise attack. At the tactics level , the fl ight leader is con-
cerned with the implementation of the posture decision. For example,
if the flight leader selects a hit—and—run attack, his tactical—level
decision might consist of assigning each of his aircraft to the attack
of a specific hostile aircraft. In the figure, Aircraft A--which may

be the fl ight leader himsel f——is comitted to attack Hostile 1 and
Aircraft B is conini tted to attack Hostile 2.

For the pilot tier, a similar hierarchical breakdown of the pilot ’s
decision processes takes place. At the posture level , the pilot of Air-
craft A may decide to attack Hostile 1. This decision is prompted but

not necessitated by the flight leader ’s decision to assign Ai rcraft A
to Hostile 1. Were he under attack or in danger of being attacked, he
could have selected an alternative defensive course of action. Given ,

however, that he decides to attack, hi s dec is ion at the tactics level
concerns the selection of a maneuver that will put him In position to
launch a weapon at the designated hostile aircraft. In the figure, he
selects a maneuver that will position him--based on the proj ected future
position of the hostile——1,000 feet behind the hostile wi th a heading
directed so as to permit him to launch the weapon at the hostile. The
lowest, or the subconscious l evel as indicated in the figure, is concerned
w i th the selection of the appropriate pitch and rol l rates and the
acceleration vectors necessary to impl ement the maneuver. At this lowest
level, no expl icit decision processes are required and the decision
element degenerates into a rule-based selection mechanism, e.g., the rates
and acceleration are simply chosen so as to induce the specifi ed maneuver. - •

No generation of alternatives, value associations, and so forth, are
required. ..J
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I
Several observations can be made based on examining the TAC

BRAWLER multi-tiered decision element. First of all, note that sub—

I stantially different information is necessary for making the decisions
required at each of the decision levels. For example, for the flight

I 
leader tier, the information required and the considerations necessary
to make the decision to ini tiate an attack differs substantially from
those required to make the detailed assignment of friendly to hostile

I aircraft. The decision to ini tiate an attack requires i nfo rmation not

only on the likelihood that an attack would be successful but also in—

I formation concerning the overall objectives of the flight as well as
Information on other actions that could be undertaken by the flight.

I For example , the primary objective of the flight may be simply to move
from point A to point B, to patrol an area engaging hostile aircraft

I 
only If attacked, or to aggressive ly pursue any hostiles that are detected. 

V

By contrast, once a decision Is made to attack, the relevant information
concerns which aircraft is best able to attack a particular hostile ,

I what actions are necessary to cover friendly aircraft, and so forth.
The spectrum of Information required and considerations necessary for

I the two decision processes thus differ substantially, although the basic
Information on which the decision processes are based——the detection and

I identification of the hostile aircraft—— is coninon to both decision
processes .

I Simi larly, the Information required from the mental model to con-
duct decision processes differs from level to level . The mental model

I is constructed principa l ly through the situation perception function ,
which, as described earlier , is action oriented, I.e., it is concerned

I wi th the calculation of those variables that are necessary to the
generation and evaluation of alternative courses of actions. Since the 

V

I courses of action considered at different levels differ , the Information
required of the mental model to carry out these processes also differ.

I
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In sumary, the different decision levels use different Information (with
the principal exception of the raw or interpreted sensor data), employ
mutually exclus ive parts of the mental model , and are concerned with
the generation and evaluation of different courses of action . For this
reason , ~the multi-tiered decision element generally employs distInct
menta l models and conducts the situation perception , the generation and
projection of alternatives, the value assoc iation , and the alternative
selection activities separately for each decision level . By contrast,
the data interpretation activity , such as identifying a detected flight
as hostile, are generally conducted in comon for all levels. The multi-
tiered decision element thus consists of a comon basic information pool
and a number of distinct mental models and processing activities , each
of which Is tailored to the decision requIred at a given level of the
decision hierarchy.

Two methods are coninonly used in value-driven decision theory for

transmitting i nformation between levels of the hierarchy.1 The first
and most obvious method is to use the decision at the upper level to
restrict the lower level to examining only courses of action that are

consistent wi th the upper level decision. This approach leads to a
reduction In the number of courses of action that would otherwise have
to be examined and thus serves to reduce the running time of the simulation .

On the other hand, the approach does not permit the Inherent flexibility
and util ity of the value—driven method to be fully exercised. Thus,
instead of restricting the set of alternati ves available for consideratIon ,

the means generally adopted Is to convey the “intent” of the decis ion
between the levels. For example, in TAC BRAWLER the decis ion at the flight
tier for Ai rcraft A to attack Hostile 1 is conveyed to the pilot tier
by increasing the weight assigned to those parts of the value function

r,or distinc t decision elements, the transmission may represent a direct
coninunlcation between elements, e.g., between the flight leader and a
wingman.

30
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which tend to moti vate an attack on Hostile 1. By “modulating ”
the pilot’ s value function in this manner, one insures that, other

I things being equal , Ai rcraft A will attack Hostile 1, while retaining
the flexibility for the aircraft  to adopt an alternative course of
action should the situation warrant it.

I 
The use of the value structure also plays a useful role in facil-

itating user selection of tactics for play and in the generation of new
tactics . In most combat models , tactics are hardwired into the model .

1 In most ground combat simulations, for example and as will be described
later in the chapter, tact ics such as “attack ,” “hol d,” and “delay,”

I are hardwi red into the simulation and a user is restricted to play the
simulation with only these tactics. He has no flexibility for us ing

V 

‘ 
different tactics or for generating new tactics or new tactical
combina tions. By contrast, the value—dri ven approach Is naturally

I 
suited for this type of play. The user of a value—driven decision
system can scale the values of alternative tactical sets, so that
courses of action consistent with the tactics he wishes to play are

I almost always selec ted. He simply specifies in his input data the
scal ing or proportionality factors to be used In multi plying the simu-

I lation—generated values.

I The capability for generating new tactics or tactical combinations
rests on the capability for building “global” tactics from elemental

I 
tactical building blocks. For example, in TAC BRAWLER, even though
the set of al ternative courses of action at each decision point is
predefined, actions are updated , i.e., new decision points are reached,

I every second. Thus, the resulti ng tactical maneuver or combined tactic
al though built up from predefined building bl ocks, is dynamically

I generated by the simulation. New “tactics” can thus be developed using
the simulation. This proves to be a particularly valuable capability in

I analyzing a situation, such as the mul ti—aircraft combat scenario modeled
in TAC BRAWLER , for which a comprehensive and fully accepted tacths
set is yet to be devised.
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0. COMPUTER IMPLEMENTATION OF THE VALUE-DRIVEN PARADIGM
As described in the last section , the value-driven decision system

provides a basic paradigm for modeling human decision processes in corn-
puterized combat simulations. As wi th any computerized model , however ,
the development of a practica l and useful simulation depends on the ability
of the designer to capture the essence of the process wi thout becoming
invol ved in excessive or unnecessary detail. This means that the resulting V

simulation necessarily involves compromises In which certain parts of the

V 
decision process are omitted from the simulation or are represented by 

- V

extremely simplified computer algorithms .

Experience so far in the application of the method suggests that
In most simulations the detailed representation of decision elements can
be limited to a few specific command functions that are central to the

specific simulation . In this section the simpl i fied decision structure 
V

V used in TAC COMMANDER is described and used th Illustra te how the logical
structure described in the last section is implemented in an actual combat
s imula tion.

As described in Sec. I-A , TAC COMMANDER simulates the tactical
command-and-control system for NATO forces In Western Europe. Recon-
naissance aircraft are committed to specific areas to gather information
on the activities of enemy ground forces. This information is then
coninunicated back to a centra l decision center where it Is Interpreted ,
prioritized , assigned to a decision cue, and used to assign strike air-
craft to targets.

The computer implementation for TAC COMMANDER Is shown in Fig. j
1.3. Notice first the “S imulation Arrays” at the top of the figure.
These contain the current state of the “real world” as it is represented
in the simulation. The exact location of all ground forces, the position , 

V

altitude , and velocities, of all airc raft are all specified in these arrays.
As will be seen below, this i nformation is available to the decision
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Figure 1.3. Computer Implementation of TAC COMMANDER Decision Element
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entities only to the extent (and wi th the timel iness and accuracy) that
it is conveyed via sensor events ‘r , in the case of fixed reference data 

V

such as the cruising speed of the aircraft , to the extent that it is
incorporated in the Prior Knowledge Library. Not shown in the figure
are the computer routines for process ing and ac ting on the information
in the simulation arrays, wIhe Executive Control Program~ for the
simulation.

Note next the Perception Arrays at the far right of the figure and
the Reference arrays at the bottom of the figure. One set of Perception
Arrays exists for each decision element. A set of Perception Arrays con-
tains information on the state of the real world--as contained in the
Simulation Arrays--to the extent it is perceived and with the timeliness
and accuracy it is known by the decision element. Fixed information common
to a number of elements is contained in the Reference Arrays at the bottom
of the figure. The use of these arrays is primarily a means for conserving
storage space by allowing information required for severa l dec i s ion e lements
to be stored only once rather than one time for each decision el ?ment.
Typically, the Reference Arrays are stored in main memory, where~s, for
very large simulations, the Percepti on Arrays are stored on peritheral
dev ices , being called into main memory only as required .

The Perception and Reference Arrays also contain that portion of

the Prior Knowledge Library that Is provided as input to the simulation.

“Hardwire” prior knowledge is generally built di rectly into the structure 
V 

-

of the activity processing routines. For example, if, as in some ground
combat s imulatIons, “attack,” “hold,” and “delay ,” are the only acceptab le
tactics for a division comander, these would generally be built directly

into the computer code rather than residing in a separate library .

To clarify the figure further, it Is necessary to review the
procedure by which TAC COMMANDER , and indeed most combat simulations ,

model dynamic behavior. In contrast to representing dynamic behavior

as a continuous process, as might be appropriate in a model of a physical
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I

I fluid , TAC COMMANDER models dynamic behavior by means of dynamic events ,
each of which occurs at a specified time and each of which prompts the

I calling of a specified set of routines to perform a specific sequence
of actions. Such simulations are formally known as “event-sequenced” or

I “event-store” simulations , because the events are stored as they are
generated in a set of arrays or remote files for later processing. In
TAC COMMANDER, sensor events are generated when a reconnaissance air-
craft detects enemy activity-—perhaps an armored column moving toward the
front——and reports it back to a tactical command—and-control center.

TAC COMMANDER differs slightly from most simulations In that

I certain basic sensor events are pregenerated and stored for processing

in simulation , i.e., “real” time. (In fact, they are pregenerated only
V 

I up to the time the reconnaissance aircraft are reassigned, for the re-

assignment influences the detections made in the next time period.) The

I events are stored in the Basic Events list shown in Fig. 1.3. Each event

has associated with it a group of defining attributes: type of event

I 
(sensor), type of observation (armored column), location (sector 5), and ,
most important, the time of the observation (1410). This set of events

provides the sole basis-—with the exception of the information in the
dec is ion element’s Prior Knowledge Library--for the decision element’s
perception of the real (simulated) world.

Associated with TAC COMMANDER , as with all event simulations , is

I an implicit clock which tracks the simulation time. It consists of a

pointer that moves from event to event in the chronologically ordered

Basic Event List. As an event is reached it is transferred, generally V

V 

with an appropriate time delay, to the relevant decision element.

I The decision element consists of the components contained wi thin

the dotted line of Fig, 1.3. The Executive Control Program comprises
the Decision Element Control routine and the Activities routines . The
Decision Element Event List (DEEL) is properly part of the Perception

arrays, Its function is described below
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An event transferred from the Basic Event List to the decision
element is processed under the Decision Element Control Routine, which
as a first step calls the Data Input Activity Routine. In TAC COMMANDER
this routine introduces uncertainties into the location of events, e.g.,
the grid coordinates of the armored colum; adds communication delays;
and in some cases “loses ” events . The Data Activity Routine may thus
be best regarded as a peripheral to the decision element proper, intro-
ducing data uncertainties and data losses that model the imperfection
of sensor reports and serve to “fo g” the decision element’ s picture  of
the real world.

In TAC COMMANDER the Data Interpretation Activity Routine is not
called for each event. The data activity function is concerned primarily
wi th the construction of the situation map. TAC COMMANDER requires such
a map only in assigning reconnai ssance aircraft to sectors at the beginning
of each time period . The assignment is made in accordance with the activity
observed during the previous time period . Thus , the Data Interpretation
Routine is called only periodically and then for the purpose of assigning
reconnaissance aircraft to sectors.

The Situation Perception Routines are used in TAC COMMANDE R for
determining the relative importance of responding promptly to a sensor
event by assigning strike aircraft to it. The determination is made
in accordance with the perishability of the target, i.e., the time
before the ta rget must be relocated in order to be attacked. For example,
mobile targets are highly perishable and must therefore be ascrited a
high priority for attack. The output of the Perception Activity Routine
is thus an indication of the importance of staging an early stri ke agai nst
the target.

The events are nex t entered i nto the Dec i s ion Event Li st , shown
enclosed within the circle in FIg. 1.3, which is , in effect, a dec is ion
cue containing events for which decisions must be made by assigning

V t
V
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I
I
I aircraft to the targets represented by the events. The Decision Event I:

List properly belongs to the Perception Arrays, for it contains that

I portion of the mental model corresponding to the description of the

enemy activity as perceived by the decision element. Other contents of

I 
the mental model consist of the status of friendly aircraft, i.e., their

home airbase , their fl ight status, their current assignment , and so forth.

I The generation and projection of courses of action, the association

of values with the actions , and the selection of an action for implemen-

I tation are performed by the three remaining activity routines in Fig. 1.3.

A course of act ion in TAC COt~t4ANDER cons ists of selec ting a particular
(V 

aircraft of a particular type from a particular airbase and assigning

i t to a target. Values enter into the selection and assignment process

I 
in two ways: first, since the selection and assignment of an aircraft

to a target is assumed to take a fini te time and the targets are assumed

to be examined sequentially, It is important to make assignments for the

I most perishable targets first. This is treated in TAC COMMANDER by

associating a time-dependent value with each perishable target that is

I constructed to reflect the urgency of attacking the target.

I Values are also associated in TAC COMMANDER with the aircraft
themselves. These values reflect the opportunity cost that is incurred

I 
if a higher value is detected after an aircraft has already been assigned
to another target and the capability that is lost if the aircraft is
destroyed in the attack. This Is a type of Lagrange value in the sense

I di scussed earl ier. It reflec ts a resource constra int, its values varying
dynamically according to the current availability of aircraft.

I
The target that is selected for attack and the aircraft that Is

I assigned to it is that combination for which the “profit” or the differ-
ence between the target values and the aircraft value is maximum.

I
I
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To implement the assignment of aircraft to targets , “implementation”
events are generated by the decision element. These events , which are
processed in an event list similar to the Basic Event List described
above, control the assignment of the aircraft to the targets and follow
the aircraft through its mission and return for reassignment.

The repetition of this procedure for each target and for new
targets as they are detected and received at the decision center con-
stitutes the essential features of the value—driven method as it is
appl ied in TAC COMMANDER. It should be noted that the computer imple-
mentation differs in some respects from a strict appl ication of the
logical paradigm of the value-driven method. This “tailoring ” of the
paradigm to specific applications is a general characteristic of the 

V

method and is the subjec t of much of the implementation methodology
described in Chapters II and III.

E. COf~FARISONS WITH OTHER METHODS
In this section a perspective of the value—driven decision approach

is developed that allows some of the more subtle features of the approach
to be illustra ted and the approach- to be compared to other methods for
treating command and control in combat simulations) As a preliminar y
step in the presentation, the decision—rule approach, which is the most
common procedure for treating command and control in ground combat
simulations , is described and compared to the value-driven approach.

V The decision-rule or the closely related decision table approach
provides the simplest method for representing dynamic decision processes
in combat simulations. In ,~~ representative scenario , two opposing

‘The comparison of the method with the methods of artificial intelligence
is treated as a special topic. It is addressed in Sec. F.
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I
I
I conmianders must determine the posture, e.g. , attack , hold , and delay,

which theIr respective forces should assume during the next time period.

I 
The determination is made by comparing the ratio of some measure of the
strength of each force, most commonly firepower scores, with a set of
prespecified thresholds which serve as breakpoints for selecting postures

I for the forces. For example, a three-to-one force ratio might serve as
the breakpoint for the stronger force Initiating an attack and for the

I weaker force adopt~ng a hol d posture, whereas an eight-to-one ratio
woul d cause the weaker force to adopt a delay posture. Typically, the

I estimates of force strengths are made using actual force strengths,
al though estimates reflecting uncertainties In the strengths are occa-
sionally employed.

The significant features of the decision-rule approach for

I comparison with the value-driven method are:

• Al l decisions are based solely on the current state of the

I forces. No projections of the consequences of adopting a
part icular cours e of ac tion are made in the s imula tion.

I Moreover , the courses of act ion that are cons idered, suc h as
the attack , hold, and delay postures cited in the example ,

I are “hardwlred” i n-to the software. No capability is avail-
able for dynamically generating courses of actions .

I All decisions are made by comparing selected measures, such
as the firepower scores, to predefined , generally inputted
threshold values .

The decision—rule approach thus lacks the richness of the value—

I dr iven approach , in not allowing for the dynamic generation , projection,
and evaluation,of alternative courses of action us i ng value criteria

I dynamically tuned to the state of the system. Other features of the
value—driven approach, such as the data Interpretation and situation

I perception function, while formally permi tted in the decision-rule
structure are generally not developed in the form or wi th the degree

I
39

V~~~~~~~~~ _ V  — — ~~~~~~~~~~ ~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



—~~~~~ ~~~~~~~~~ — ~~~~~~~~~~~~~~~~~~~~~~~~ 
~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~ - 4 ’~~~~~ V~~~~V -

I

of richness of the value-driven method. Final ly, the value-driven coainand
language for representing the flow of information among decision eleme~ts ‘

in the command-and-control system is , of course, not present in  the
decision-rule approach. Thus, in spite of Its des irable simplicity, the
decision-rule approach does not possess the versatility that is needed

I to adequately represent command and control in most combat simulations .

Wi th the discussion of the decision-rule approach as background,
the value-driven approach may be viewed from a much more general perspec-
tive tha t highlights a number of special features of the method and which
further clarifies the relationship of the method to other approaches for
representing the decision process in combat simulations. The development
of the perspective rests on a consideration of the projection horizon , i.e.,
the distance into the future the courses of action are projected, and ,
in particular , the consequences of varying the horizon.

To make the argument explicit , consider the ground commander ’s
• decision problem as posed at the beginning of the section from the

perspective of the value -driven approach. As in the decision-rule 
V

approach , the commander must se lect a force posture , i. e., a course of
- action , for the following day . (The courses of action considered may
now be more general however; penetrations , envelopments and the like may
be considered that depend on the current state of the war.) To assess a
course of action the commander must project the action into the future.
Ideally, In the sense of winning the war, it would be desirabl e to pro- - -

ject the action , or more precisely the dynamic series of decisions
corresponding to the action , to the end of the war. Values could then
be associated with the outcomes in the form (+1 , 0, -1) correspondIng to
win , los e, or draw , respectively, or, in a more realistic representation ,
to a more extensive range of values reflecting casualties Incurred , length
of the war , and so forth. Probabilities would be required to reflect
stochastic events and uncertainties in the “state of the world. ” (Some
allowance should also be made for the presence of a rational opponent ,
although in simple models his behavior is usually represented stochas-
tically.) If all possible actions were projected In this manner and
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I H
I values were then associated with the actions , the selection of the pre-

ferred action would then reduce to a problem in classical optimi zation

I theory. The value-driven method , when all al ternatives are considered 
V

and when the projection horizons are extended to the end of the war ,

I thus becomes equivalent to the classical optimization problem.

I 
There are several drawbacks to such an approach. The number of

alternatives that must be considered and the computations associated
with projecting each alternative to the end of the war is nearly always

I computationally infeasible. In most cases , it is even difficult if not
impossibl e to enumerate all of the possibl e alternatives . More funda-

I mentally, however, such an approach, even if Impl emented, woul d not
produce credible results. A commander cannot consider all alternatives

‘ 
nor project them to the end of the war. A sensible decision element
must behave in a manner that would not exceed the cybernetic (computa-

I 
tional ) resources of the decision—maker. This generally means that only
a few alternatives can be considered——generally one at a time until a

satisfactory alternative is found--and that the alternatives can be
projected only short times into the future) The classical optimiza-
tion approach thus rarely provides a satisfactory approach for repre-

I senting the decision processes in combat simulations.

I The second limiting case--the zero time projection--can wi th some
qualification be viewed as a reduction of the value-dr iven method to

I 
the classical decision-rule method described above. More precisely,
the decision-rule approach can be defined as the single alternative ,
zero-time proj ection limi t of the value-driven decision method . The

I single alternative condition Implies that values are not associated
wi th alternatives (since there is only one) and that the determination
is based solely on the current state of the system.

~Th1s would not apply, of course , for a system l ike the Merck Scheduler ,
I which Is explicitly designed to Improve and expedite the human decision

process.

1 
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The comparison between the value-driven and the decision-rule
approaches can be viewed from the perspective of the model designer.
In the decision-rule approach, the model designer , before buIlding the
model, examines the consequences of pursuing alternative courses of
action, relates them to the initial state, and then by building fixed
decision rules Into the model tries to ensure that the model dynamically
selects desirable alternatives . In the value-driven approach, the model

itself explores the consequences of pursuing alternative courses of
action , associates values with their outcome, and selects a preferred
action.

The more fundamental difference , however , between the value-
driven method and either the decision-rule or the classical optimization
aptwoach lies In the values that must be developed in the value—driven
method. In contrast to the classical optImization approach, In which

the values are the “ul timate” game val ues (e.g., win , l ose , or draw) ,
• the values in the value—driven method are associated with courses of

action projected only a short distance i nto the future. These values
therefore can only indirectly reflect the ultimate game values . Such V

values are calle d heuristic or judgmental. Their nature is most clearly
illustrated In the Merck Scheduler in which the ultimate values are con-
cerned with the maximi zation of profit but in which the projections V

provide information only on product inventories a short distance into
the future. Va lues therefore had to be developed that would reflect
the correspondence between the projected inventories and the ultimate
values . As an example , a low projected inventory for a product would
suggest that a stockout might occur , which would adversely impact profit.
A high va l ue should therefore be associated with putting the product 

V

Into production. (Low i nventories , however , mean low inventory holding
costs. The association of values wi th production alternatives is not a
simple procedure.) The Illustration ot procedures for generating appro-
priate heuristic values constitutes a major portion of this report.
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F. COMPARISON WITH METHODS OF ROBOTICS
The formal structure of the value-drIven decision approach as out-

I lined in Sec. C closely resembles a similar approach used in many arti-
ficial intelligence applications . The primary difference concerns the

I emphasis on the higher level decision processes and the systematic use
of value criteria In the value-driven approach. In most robotics appl i-

cations , the robot Is not designed to be self-motivating but Is simply
asked to execute rather well-defined activities .

The similarities between the two methods can be Illustrated by
cons ider ing the examp le referred to earl ier In the di scuss ion of the

I Prior Knowl edge Library . For concreteness, thIs discussion will con- 
V

s ider the mobi le robot developed by the Stanford Researc h Institute

I 
and described and analyzed by Dr. Michael Arbib in his book, Th~ Me-ta-
pho’u.cal 8na~n) In the example discussed by Dr. Arbib , the mobile

robot--using a television camera for viewing and wheels for locomotion--

I is In a room containing a large cube , two small cubes , and a sofa. A

coninand is given to the robot to move the large cube through an open

I door located on one side of the room. The two small cubes are positioned

so as to obscure certain of the paths the robot might select In first

I moving to the large cube and then “pushing ” the cube from the room. The

complete situation , together wi th two paths the robot might select in
mov ing to the large cube, is shown in Hg. 1.4.

Dr. Arbib identifies four features required for the robot to

I execute the command to push the large cube through the door:

I
l. - A set of receptors which can sense the world , and a set of

scene analyses which enable It to dissect sensed data in terms of Inter-

actively meaningful relations .

1MIchael A. Arbib , The Metaphorical Brain , Wiley-Interscience, 1972.

I
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2. A set of effectors, together with a set of routines well-
suited to act upon the environment and to move the receptors during
scene analysis.

3. An internal model which comprises an up-to-date record of
— 

the result of the system’s var ious scene analyses and ac tions .

4. A problem-solver which can take reports from scene analysis
to update the, Internal model, can compIle commands into courses of
action , and when necessary can interrupt other activities to update
the model and replan action .

Consider these steps as they are realized in the actions of the
robot and as they relate to the activities of the value-driven decision

• system. So that the robot can interpret the command and plan for Its
execution step one is concerned wi th the observation of the room and the
perception of the objects therein. The observation of the room corresponds
to the “Input Data” activity of the value-driven decision system. The
errors that are s imulated for that activ ity in the combat s imula tion are
real ized naturally In the robot through, for example , errors in range--
the robot uses a rangefinder to estimate range——and “Indiscernab ilities ’

in contour lines, i.e., the edges of the cubes w ill generally not be
clearly del i neated, so that the robot cannot Immediately identify a per—
ce ived object w i th a “description ” of it stored in Its data banks .

The interpretation of the Incomplete series of lines as a cube
corresponds to the “In terpret Data” activity of the value—driven decision

system. Dr. Arbib, In fact , refers to th is function of the robot as the
construct ion of a “floor plan ,” a term wh ich i s a di rect analog to the
term “s i tuation map” used in the definition of the Interpret Data function.
Moreover, the functions performed--the identification of the cube from
only partial knowledge of its characteristics and the IdentifIcation of
an armored column from knowledge of the presence of a few of Its elements--
are clearly corresponding actIvItIes .
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I
I The need for a Prior Knowledge Library similar in concept to that

In the value-driven combat simulation is also a requirement for the robot.
Without the prior knowledge of the characteristics of a cube, the robot
would have been unable to correctly identify the object as a cube .

The second step, the set of effec tors , is realized in the value-
driven method by the issuance of orders by the decision elements to

I “effectors,” which Imp lement the decisions of the element. Such orders
could include directives to the sensors to provide additional information .

The third step, the internal model , corres ponds di rectly to the

I internal mental model in the value-driven approach. The mental model
1 in both approaches provides the basis for the generation and selection

of courses of action . A slight distinction between the two definitions
1 may exist, in that the mental model for the robot emphasizes the up-to-

- date record of events and scene analyses , whereas in the value-dri ven
method , the situation perception function , which is not explicitly
Identi fied by Dr. Arbib , generates parameters that explicitly enter Into

I the generation and evaluation of alternative courses of action. The
sources of thIs dIfference In emphas i s probably li es , however , In the

I conceptually simpler problem faced by the robot which allows the percep-
tion functions to be performed either by the scene analyses routines or
by the problem-solver descri bed in step four.

The primary differences between the value-dri ven approach and

I Dr. Arbib ’s paradigm lies in step four, which corresponds to those acti-
vities in the value-dri ven approach that use the mental model in the

I generation and selection of courses of actions. Dr. Arblb’s paradigm ,
while allowing for the explicit generation of courses of actions as

V 

exhibited by the two candidate routes shown in FIg. 1.4, does not employ
a value approach for selecting among alternatives. An explicit command ,

i.e., the moving of the large cube from the room in the example , is given
to the robot, which then generates feasible routings first to the large

1
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Figure 1.4. Internal Model of the World as Perceived by the Robot.
Black arrows Identify two possible routes robot (R)
could follow to reach large cube. (From M. A. Arbib ,
The Metaphorical Brain.)
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I
I cube and then to the door. A decision-rule-based procedure Is then used

for selecting an alternative for implementation . In Fig. 1.4, for

I example , the route passing to the right of the small cubes is preferred V

to the route passing to the left of the cubes, since It does not pass

I through a region possibly containing hidden obstacles.

I The corresponding paradigm for the value—driven method, as applied
to a combat simulat ion, would also require the explicit generation of

I 
feasible courses of action, but would then associate values with the
actions in accordance either with value criteria explicitly built into
the s imulation or dynamically computed by the simu l ation from more

I fundamental measures of merit used by the simulation in executing the
decision—making function.

On the bas is of step four, other compar isons can also be made

I between the two methods. The problem solver, together wi th the scene
• analyses routines, corresponds very closely to the Executive Control

Program in the value-driven method. More interestingly, however, the
V hierarchical decision process described earlier for TAC BRAWLER is also

used by the robot in executing the command to move the large cube through

I the door. The initial command is first broken into the separate commands
“go to the large cube” and then “go to door, pushing cube”. Next,

I - feasible routings are examined for executing the command, and a spec ifi c
route is selected. This route is then refined , so as to specify the

I precise trajectory the robot must follow to be in pos iti on to push the
block. Finally, the detailed routing plan is translated into specifi c
commands for turning the wheels and for advancing them the appropriate

number of revolutions to move the robot along the selected route. This
final step corresponds to the “subconscious” l evel described for TAC

I BRAWLER.

I
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There are thus considerable similarities between the robot-control
paradigm as described by Dr. Arbib and the control paradigm of value-
driven decision theory, the fundamental differences concerning the
method by which courses of action are evaluated and selec ted. Thi s
similarity and the emphasis in most artificial Intelligence research
on the basic information processing functions required for implementing
the paradigm suggests that there should be opportunities for using the
techniques of artificial intelligence in the Input and Interpret Data
and the Perceive Situation activities of the value-driven approach.
The application of these techniques will be discussed in greater detail
in later chapters.

Finally, it is worth noting that although heuristic values have
not been extensively used in robotics, they have frequently been used
in more sophisticated problem-solving applications , such as chess and
theorem proving. Thus, the value-driven approach to combat simulation
can be viewed as a technique that combines the artificial intelligence
methods of robotics and heuristic problem-solving to provide a represen-

V tation of the human decision processes in combat simulations. Althou gh
this ana logy is roughly correct, it is also somewhat misleading in
that the systematic use of values as developed in the va l ue-driven
simulation has not previously been a part of the artificial intel li-
gence tradition.

G. SUMMAR Y 
- -

Command and control is one of the most significant factors con-
tributing -to the performance of forces In combat. With the introduction
of automated sensor systems, semi-automated comand-and-control centers
and C2-l inked weapon systems, the contri bution of information systems
to the performance of forces is becoming of even greater significance.
Nevertheless , the representation of command-and-control processes in
combat simulations has either been totally neglected--thereby generally
assuming perfect command and control--or because of the difficulty In
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representing it properly has been wholly inadequately treated. Value-
driven decision theory on the other hand provides a method that has been
demonstrated to have the richness and versatility that is needed to more
adequately treat command and control in combat simulations. The principal 

V

advantages of the method can be conven iently summarized as follows :
. Realism of the representation. Each decision entity identified

as p laying a cruc ial role in the representat ion of command and
control is represented in the simulation by a distinct

V dec i sion element. The dec i s ion element has access only to
information legitimately available to it through its sensor
and communication links to the outside world (as represented
by the simulation). The logical structure of the decision
element is similar to the logical structure of the human
dec i sion process and para ll els procedures employed In many
artificial intelligence applications. This similarity makes 

— 
-

it particularly easy to reflect in the decision element both
the procedures employed by and the c~,bernetic limi tations of
the human decision-maker. Doctrinal and tactical considerations,
for example, can be readily reflected in the element.

• Power of the approach. The dynamic generation of alternatives
in response to chang ing combat conditi ons gives the approach
the power to generate realisti c courses of action either to
exploit a developing situation or to prepare a suit~ble
defense. The use and dynamic generation of heuristic values
similarly gives the approach the capability to effectively

-- evaluate the desi rability of pursuing a ~-articular course of
action. In addition , the value—mediated command language

1. permits comands to be transmitted between decision elements

- in the form of value preferences, thereby “encourag ing” bu t —

1.. not demanding concurrence from subordinate elements.

- 
• Flexibility of the approach. The use of values also permits

the user to easily modify tactics for play in the simulation
without modification of the software. The user need only vary 
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the value weights associated wi th actions consistent with~the
desired tactics. New tactics can be introduced into the
simulation through the addition of tactics routines but
without modification to the basic software. Finally, the 

V

simulation can be used to generate new tactics by building
“global” tactics from elemental tactical building blocks .

The principal disadvantage of the method is its complexity ; “more
straightforward” decision-rule methods would seem to offer a simpler
approach for representing command and control in combat simulations.
However , the difficulty in generating suitable courses of action based
solely on the current state of the simulation and the lack of flexibility - -

to dynamica lly generate and evalua te alternati ve courses of ac tion
usually makes the “prac tical” application of the simpler method more
difficult. The basic complexity of the command-and-control problem ,
the variability of the environment in which it must perform, and the
flexibility of the command-and-control system to respond nearly always
requires the use of the more versatile and powerful method . The emphasis
then falls on developing guidelines and implementation principles for using
the method most simply and effectively. The remainder of the report
describes general guidelines for designing a va l ue-driven combat simula-
tion and software procedures for implementing the method most effectively.
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II. INTRODUCTION TO SIMULATION DESIGN

A. THE IMPACT OF INFORMATION QUALITY

I From the foregoing discussion , it should be clear that the proper
design of a value-dri ven combat simulation requires some predesign prep-

I aration and analysis, beyond that required for a traditional combat
simulation. Conceptually, the extension of traditional simulation methods

I to include the processing of information is quite straightforward. In
a conventional combat simulation , the status of both opposing forces is
represented in status arrays (the “real world”). As the simulation

I proceeds, these status arrays are interrogated to determine the outcome
of events, and the status arrays are updated to reflect the resulting
outcomes. An information-ori ented combat simulation uses this same
concept except that in addition to the “real-world” status arrays, which

1 store the physical status of forces on both sides , there are “informational”
I status arrays , which store the perceived state of the simulation based

on the quality and quantity of Information available to each side .

The InformatIon-oriented simulation therefore has the capability

J to deal with decisions that must be made on the basis of Imperfect infor-

nation. Perhaps the best example of the di fferences between conventional

I simulations and information-oriented simulations can be found In a com-
parison of the game of chess and poker. Chess is a game of perfect

I information, in the sense that all the elements of past and present
- 

- situations are known to each player. The complexity of decisions in chess

I is primarily a result of the difficulty of considering all the relevant
future alternati ves , wi thin a limi ted time to determine a satisfactory
move. In poke’, each player has incomplete information about past and

I present situations. Some of the player’s information is certain (~.g.,

the cards in his hand and the betting history), but some of it is uncerta in

I (e.g., the cards in this opponent’s hand and the probabiliti es of drawing
certain cards). Players therefore must form conclusions about the quality
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if their opponent’s hands by Integrating a variety of different types of
Information and by referring to a continually changIng mental model of the
state of the game to make an estimation of their status in the game.

This is not to imply that poker is a more complex game than chess,

for Indeed it Is not. The complexity of chess relative to poker stems from

the differences in the numbers of move options (decision alternatives) each
player has at his disposal . In poker, each player must decide between
only three options : calling , raising, or folding. In chess , however,
there are a large number of options based on the types of pieces left on

the boa rd , the relative positions of the pieces, and the types of moves
allowed for each piece. Therefore, in poker the quality of a player is
based on his ability to properly correlate and interpret his status in
the game from the sparse information available to him , whereas in chess
the quality of a player is based on his ability to pick an effective

move from the large number of options available to him.

V Combat decisions tend to combine the complex features of both poker
and chess. The combat commander must base his decision on the imperfect

V 

information available to him from his sensors and communications links ,
and choose from a myriad of alternatives to pick the most desirable
for the perceived situation. Because of the complexity of the decision
process , human decision-makers , such as combat commanders , utilize many
simplifications to make their decisions. Most of these same simplifications
must be used in computeri zed decision models i-f they are to provide a valid
representation of the human decision-maker and also keep the computational
burden wi thin practical limits . Some of the more important simplifications
used by the human decision-maker are listed below, from the viewpoint of
a combat pilot.

1. “Outcomes” are rarely projected to an ultimate outcome. A
pilot does not attempt to think all the way through an air
engagement. He thinks only a little ahead but tries to take

actions that help him now and leave him in a “favora ble
position ” for the remainder of the engagement.
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1 2. Intermediate “outcomes” are evaluated In terms of jud~nenta1

criteria. Since “outcomes” are projected only a little way

I into the future, the pilot must use judgmental value criteria
to evaluate Intermediate outcomes in terms of how favorabl e

I they are likely to be for the rest of the engagement.

3. The .judgmental value cri teria may be adlusted to reflect

I current priorities . For example, the risk a pilot will be
wi lling to accept to engage an enemy aircraft may depend on

I tactical pri ’rities that have been established by his corn- - -

manding officer , and possibly by his state of mind.

1 4. The search of alternatives is always incomplete . Unlike a
mathematica l optimization system, the pilot rarely, If ever ,

1 
has time to consider all possible action alternatives. He

I considers a few that are promising and settles for one that
seems more desirab le (or less undesirable) than the others .

By incorporati ng these same simpl ifications Into the computeri zed

I model of the combat commander, the value-dri ven technique simplifies the
problem of simulating the decision processes that drive the simulation .

B. TIME CONTROL AND EVENTS

i - Among the operational issues that designers of combat simulations
faci Is the question of the method of simulation time control. There

1 are essential ly two options for depicting the progress of the combat
1 over time: event-sequencing or time-stepping. The underlying assumption

in an event-sequenced simulation is that simulated entities (e.g., threats ,

1 sensors , decision-makers, tanks , aircraft, etc .) interact primarily through
the occurrence of events that take place at discrete times. Time enters

j  into the simulation therefore in the form of a schedule or time-line of
the various events. The time for a future event is dynamically determined
by the occurrences which precede it. The time-step simulation , in con-

4 trast, assumes that the combat Is a continuous process that can be approx-
imated by a series of discrete equally spaced time steps . In such a

Ii 53
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simulation all variables of Interest are modified and the state of the
simulation is updated at fixed periodic intervals.

For a l arge-scale combat simulation, the event-sequenced simulation
offers some important advantages over the time-slice approach. To under-
stand these advantages , consi der the operation of a typical event under
control of an executive program. Structurally, the executive program
refers to a list of future events of differing types (weapons launch,
battalion movement, aircraft maneuver, etc.) and chooses the earliest
event In the list for processing. Control is then transferred to a sub-
routine, or module, of the simulation that carries out the detailed cal-
culations for the event. The event module interrogates the status arrays
to determine the state of the simulation , performs its operations, and

$ then modifies the state of the simulation . (In the value—dri ven simu-
lation , the perceived state as wel l as the physical state of the simu-
lation may be modified depending on the type of event.) After event pro-
cessIng, control returns to the executive program which repeats the loop.

Because of the mechanics of event processing, the event-based
approach Is, In most cases , more efficient than the time-slice approach
and offers the following advantages to the simulation designer :

1. Event modules are independent and perform limi ted and clear-
cut calcula tions. Therefore , changing the mathematics wi thin
a parti cular event causes no change to the process ing of
events and hence the mechani cs of the s imula tion.

2. Since time does not enter directly into the event processing,

other than to schedule future events , events that occur hours
apart in the simulation (e.g., high-level strategic decisions )
can be efficiently processed together wi th short-time events
(e.g., aircraft maneuvers during a dogfight) in one simulation .
Thus unnecessary calculations are minimized.

3. Interfaces between events are made purely through the status
arrays in the simulation , thus improving the clarity of the

model .
54
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I Figure 11.1 shows how these two status arrays are linked in a

typical value-driven simulation . Data Is input into an initialization 
V

I subsystem which controls the mechanics of reading user inputs , allocating

storage space, and initializing appropriate values in central status.

The executive program of the simulation Is the event-store subsystem

I which provides all the processing necessary for the scheduling and exe-

cution of events in the s imulation. To accomplish this, it uses the

J memory management subsystem to store new events into the event file as

they are generated, assures that eac h event occurs at the proper time,

J and calls the appropriate execution routines to simulate the event.
‘I Results from the indivIdua l events are therefore used to update both

central status and internal status (where appropriate) and produce an
1 output file of the simulation .

01 course, the sequencing of events within the value-dri ven simu -
latlon , while processed by the event store subsystem, is control led by
the decision elements within the simulation . The logical relationship
between a particular decision entity and Its associated events is shown

J In Fig. 11.2. NotIce that the decision entity is buffered from the real
world by the sensor and communication events and thus must make Its de-
cision based only on Information contained in Its mental model . Infor-

1 matlon can only be entered Into the mental model by a selective process
In the Information processing event and can be utilized only by Inter-

I action between the mental model and the decision event. A particular
decision entity therefore can base its decision only on that Information
to which it would legitimately be entitled in a real-world situation .

I Proper buffering of the decision entity from the real-world status
arrays requires that both the interfaces between the decision element

I and the central status arrays and the interfaces between individual
decision elements (usually in the form of communication links) be properly
treated In the simulation . Beginning wi th the decision entity itself, the

I followi ng sections dIscuss some of the major considerations facing the

simulation designer as he approaches the treatment of these interfaces.
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Of course, event processing requires some overhead due to the V

requirement for event processing routines. However, the overhead asso-
ciated with the event processing routines Is normal ly far less than the
overhead required for performing the unnecessary calculations that are 

V

usually required In time-step simulations. Even if the occurrence of
major events is relatively closely spaced In time, the Increase in clarity - ‘

of the computer code often by itself is a sufficient reason for event-
sequenced simulation.

By its nature, the information-ori ented simulation tends to be much
more efficiently represented in an event-sequenced form because of the
large time variabilIty of communications between decision elements and
sightings of hostile forces. In addition , beyond the relatively frequent
communications and sensor events, the information-oriented simulation also
requi res less frequent information processing events to put incoming data - .

into a meaningful form and decision events whi ch use the information
contained within a decision element’s mental model to decide on a particular
course of action. The interrelationships between these events will be
discussed in the following section. Ii

C. STRUCTURE OF THE VALUE-DRIVEN SIMULATION
Since the value-dri ven simulation is so closely linked wi th the

processing of information , the structure of the simulation should provide
an easy way to distinguish between the information sets availabl e to each -~

decision entity and the basic status information that represent the “real
world” in the simulation . One method of accomplishing this goal is to
divide the data structure into central and internal status arrays. The
central status array con ta~ns the true physical state of the simulation ,
whereas the internal status contains each decision-maker’s men tal model ,

or perceived state, of the simulation . Of course this description of

the data structure is intended only to define a logical way of breaking

up the data . Various methods of data storage can be used depending on
data characteristics and frequency of access.
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0. DECISION ELEMENT DESIGN CONSIDERATIONS
The decision entity fonns the nucleus of the value-driven simulation.

I 
Because of its importance, a number of questions that are critical to the
proper operation and usefulness of the value-driven simulation must be
addressed If the simulation is to be a realistic representation of actual

I combat.

I Perhaps the most basic consideration facing the simulation designer
Is the number, structure, and relationship, of decision entities within

I the simulation . A large combat simulation , l ike actual combat, conta ins
a great many “decision centers” rang ing from the foot soldier in the

I field to the planning staff at the command level . Wi thin current com-
putational resources, it becomes clearly Impractical to model each de-

- V 

cision center from the theater commander to the foot soldier as a complete

I value-driven decision entity. The value-dri ven simulation designer
must therefore perform a trade-off between the desired purpose of the

V 
simulation and the completeness with which the combat is to be modeled.
If the emphasis is on the evaluation of plans and tactics, use of aggre-

I gated fighting units led by value-driven commanders should provide the re-
quired level of detail necessary to produce repeatable and accurate out-

I comes. However, if the emphasis of the simulation is on the interaction
dynamics between low-level fighting units , use of aggregated fighting
units may produce erroneous results. Ideally one would like to have a

I simulation that could be used to investigate both of the types of problems
mentioned above. Therefore, it Is desirable if simulations can be designed
so that they can be restructured easily In scope, level of detail , command-

and-control l inks , and types of units simulated , so that the same basic

I architecture can be adapted to a wide range of analysis problems.

I The simulation of ground combat is particularly demanding in its

requirements for both wide scope and extensive detail. When such a simu-

lation is used for analytical purposes, there are sure to be cases where

I the desired results can be obtained by analyzing action on only a small

V

_
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se~ ient of the front,for exau~le, a section of about Corps or Division
size. Similarly there wi ll be cases where Information on overall theater
outcomes can be obtained using a more aggregated representation that
does not explicitly represent engagements at the battalion level . Con- 

V

sequen tly, there is a need for a very modular architecture that can be
linked together much like a tinker-toy system to provide an efficient
representation of specific problems of interest.

One of the key problems in providing such a varIable level of ..

detail concerns the need to have models of several different levels of
aggregation. This same problem of var\iabl e levels of detail also appears
in the value-dri ven simulation concePt\for an entirely different reason
because of the need to provide mental rnpdel s appropriate to the military
commanders at the various levels. One possibility is to design the simu-
lat ion in such a way that these same mental models can be substituted for
the detailed simulation at some levels in order to provide a version of
the simulation . This type of interchangeability in the use of the mental

• models will certainly not be possible unless the system interfaces are very
carefully standardized to make it possible.

Ordinarily, in its normal appl ication, a decision element will draw
on infonnation accumulated in an individual decision—maker ’s own conscious-
ness array to def ine the status from whi ch it wi l l est imate ou tcomes for
al ternative courses of action. If the same model is to be used to project
actual outcomes, it must, of course , calcula te thc se outcomes based on the
actual dec i sions made by the commanders on both sides , and it should draw
on information availabl e in the actual status arrays (rather than the
consciousness array) to provide a proper starting position for the calcu- 

V

lation . It requires careful design work to define a practical software .1

architecture that will allow such flexibility In the use of mental models
to represent di fferent levels of detail In a combat model .

I
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I A related complication ari ses when a particular decision element must

perform more than one basic function. Such a situation arises , for example,

I in the case of an aircraft flight leader. The flight leader not only must
make flight-related decisions related to allocation of flight resources and
assurance of successful completion of the flight’s miss ion, but also must

I make lower level decisions based on his own situation as a combat pilot.
Structurally, the simulated fli ght leader must consist of two decision pro—

I cessors l inked to a common mental model , one processor to evalua te fl ight
options and tactics and the other to evaluate his options and tactics as

J an indi vidual pilot. In order to accomplish this, the fl ight leader’s
mental model must be expended to include additional fl i ght-related values

I in addition to his pilot values. The proper treatment of value hierarchies
an d mul tip le mental mode ls is cr iti cal to the accura te represen tation of
the combat commander ’s decision process. Because this consideration is so

1 c losely li nked to the value struc ture and process ing al gor ithms used to
simulate the decision— maker, the concept will be discussed in greater detail

J In Chapters III  and IV .

I E. COMMUNICATIONS 
- ‘

When new technological developments are introduced that affect the

J command, control , and i nformat ion processes , they may also require changes
in the actual command-and-control reporting structure. Thus , it is impor-

I 
tant that a C3 model be capable of adapting easily to variations -in the
c3 structure. The development of a system architecture that will accomno-
da te such chan ges eas i ly wi ll requ i re standar di za tion of In terfaces and a

I carefu l def in i t ion of the types of interfaces that shoul d be In terchan gea bl e.

1 In order to provide such flexi bility In the command-and-control
system for any simulation , a careful functional analysis of the command- - 

-

I and-control functions must be performed to defi ne the necessary input
and output information associated wi th each of these C3 func tions. Once
the basic functions are identifi ed, it should be possible to design

I generalized modules that can carry out the same function in a variety
of different command-and-control structures.
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In additio n, it is desirab le to develop standardized message for mats
that are to be used wi thin the simulation to cos.unicate info rmatio n and
coimands wi thin the system . If all decision elements are designed so
tha t they can Interface to each other via this standard message fo rmat ,
then It is relativel y simp le to change the ccmuunicat lon linkag es wi thin
the simulation .

The choice of the most approprIate conmiunicat lon concept is not a
trivial probl em. A straightforwa rd rendition of the actual message traffic - 

-

would result in a tota l ly unacceptable burden of info rmation transmission - .  
-

and storage. In effect , each decisio n element might have to maintain his
o~m personal copy of al l rel evant information received . This would lead 

V

very quickly to an -I nfo rmation storage overload .

There are at least three app roaches that can be used to minimize
the problem. 

.1

1. Interpret and forget. In this approach the decision element
uses each message to update the parameters of his mental model
and then discards or forgets the message itself.

2. Central memory linkages. In this approach information re-
suiting from sensor observations, etc., is stored cen trall y
in a single l ist memory for each side , an d the simula ted
“messages” reall y transmi t onl y access l inks which make the
information available to other command levels after a suita-
ble delay . In this way it is only the access linkages that _ ,

are retained by each decision entity and the basic inte lli-
gence information is recorded only once.

3. Interpret and forward. In this approach the information is - ‘

interpreted to update the mental modQl and perhaps aggregated
into a more compact and meaningful form before being trans-
mitted to another command level .

.—
~~
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I In all probability all three options may be needed for various
functions, but there is a need to defi ne the concepts , procedures , and

functions, that should be used to model the flow of information.

F. SENSORS

I As mentioned earlier , the modeling of sensor interactions is one
of the most time-consuming operations in mos ’. combat simulations. If the

I sensor interactions are processed in a routine way , it may -be necessary V

to search all other objects wi thin the simulation to decide what new

‘ 
detections may occur on a given sensor scan. If the problem of terrain
line of sight is -involved , It may then be necessary to make a detailed
line-of-sight calculation between the two objects that are wi thin range
of each other to determine whether a detection can occur. One of the
earliest ways of limiting the range of interactions in a simulation was

J to divide the combat area by means of a square grid divided i nto a
number of subareas and associate each object in the simulation with one
of these specific geographic subareas. In this way it was possible to
limi t the search to those subareas that are within range of the sensor.

I In this simple form, however, this technique has a number of serious di s-
advantages. The appropriate size of subarea to use depends on the range

I 
of the particular sensor. Moreover, no matter how the gr id i s chosen ,
a lar ge fraction of the subareas wi ll usuall y li e ou tside the reg ion
where forces are engaged . Finall y, even when the su bareas are abou t

I the right size for a particular sensor, there wil l alwa ys be cases when
the range of the sensor will overlap several subareas so that mult iple

I su bareas must be searched.

I It appears that the data processing load associated wi th the modeling
of sensors can usuall y be kept within reasonable limi ts by exploiting a

I 
combination of techniques such as the following:

1. Use of vi rtual grids or geographic clustering techniques

‘ 
to associate neighboring objects in a way that does not
require any memory space for unoccupied geographic areas.
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2. Use of stand rdlzed search subroutines that can efficiently
search the relevant arrays and deliver a list of pointers
to all objects wi thin the detection range (or range of interest)
of a particular sensor. - .

3. Storage of a list of pointers to objects wi thin potential -

~~

range of each sensor so that it can be used many times before
it has to be recalculated as a result of changes In the
posItion of the sensor and Its targets.

4. Precalculation of stochastic detection times so that the -

sensor routines are activated only for those scans when a .~

significant event such as a detection or loss of track is 
- 

V

predicted to occur.

5. Use of alerting messages from potential target objects to
sensors when maneuvers are made that are likely to change ~
the predicted time for detection or loss of track. - .

G. ADDITIONAL CONSIDERATIONS 
- .

V Within each type of decision element there are also a number of impor-
tant design considerations deali9g with the structure and functional form
of the decision element’s value structure, al terna ti ve genera tion procedures , -

~~~

al ternative evaluation procedures, and techniques for action Implementation .
Due to the relative complexity of these issues, each is discussed in greater
detail In the remainder of this report. 

.
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- III. VALUE DESIGN IN VALUE-DRIVEN SYSTEMS

I 
The association of values wi th alternative courses of action pro-

vides the basic mechanism in the value—driven decision approach for
comparing alternatives and for selecting preferred alternatives for

I Implementation. Values are the principal feature thii t drives the I 
-

simulation and the feature for which the greatest effort has been re-

I quired in developing the value—driven method.

I In this chapter, the pri nciples and guidelines that have evolved
in the development of the value methodology are described and illustrated .
Fol low ing a br ief exam ina tion of the class ical use of values i n chess as

I an i l lustra tion of the concept of heur istic val ues, the development of
values as real ized in the Merck Scheduler is discussed in some detail.
The Scheduler provides a non—trivial but conceptually easily understood
illustration of the formulation and use of heuristic values in value— 

V

driven decision systems and also provides an example of how the Generalized
Lagrange Mul tiplier (GLM) approach has become intertwined in the developS-

t 
ment of the method. The concept of secondary or derived values is also

I illustrated by the Scheduler. Next the development and heuristic
appl ication of val ues based on the dynamic formulation of the GLM approach

I is described and illustrated using the TAC COMMANDE R and MUSTEX models.
The formulation of values in the 44 Cities study is then described to

1 illustrate the use of multiple component value functions as a means for
explicitly satisfying subsidiary constraints by selecting from among a

I set of nearly degenerate solutions those for which the constraints are
satisfied. More advanced concepts are then described in the followi ng
chapter, where the “partitioning ” of values as a means for s imul taneous ly
reflecting several objectives and the use of values as a command language 

V

I for communicating between decision elements or between different l evels
of the same element is described. TAC BRAWLER is primarily used to
illustrate these concepts.

I
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A. THE GAME OF CHESS V 

-

Chess prov ides a very simple but classical illustration of the
use of heuristic values as a means for guiding the short—range behavior F
of a decision—maker. In chess, the chess player’s objectives are first
to win the game and, if fa i l ing to do so, to ach ieve a stalemate with
his opponent. In Fig. 111.1 this is reflected through the assigrinent
of ultimate or game values to the three possible outcomes——win , lose ,
or draw. The precise value ass igned each outcome in the figure i s
largely arbitrary, any similarly ordered set of values differing from
the specified set by a linear transformation would lead the players to
the same set of decisions. - . 

-

From the point of view of guiding individual moves, the ultimate
game values are not very useful . Except near the end, a chess player
is not able t” trace the consequences of a move to the end of a game,
and therefore cannot explicitly evaluate the worth of the move in terms
of ul tima te game values. Therefore, if he is to use values , he must
devise a means for associating values wi th intermediate board positions ,
or more precisely, he mus t have a means for assoc ia ti ng va l ues with
poss ib le moves , so that he can compare the relative attractiveness of
different moves , and thereby have a means for selecting a move for play.

The most common method for introducing values in chess is to
associate values with the individua l pieces as shown in Fig. 111.1. The 

* 
-

value of a piece, in pri nciple , reflects its contribution toward the
winning of a game, the queen, for example , being of grea ter value than
either the bishop or the castle. The king , whose survival is imperative
to the winning of the game, canno t be ass igned a compara tive va l ue , for
no other piece or combination of pieces is equ ivalent to the king. The
king must survive. It is formally assigned an infinite value.
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I 
_ _ _ _ _ _ _ _ _i 
Ultimate Values

Win = +1.00 (checkmate)

I Tie = 0.0 (stalemate )
Lose = -1.00 (checkmated)

I
I ____________

Experience and
—

~~~ 

Logical Inference

I
j Heur i stic (Short Ran ge) Values

White Black
I 

Pawn -l +1
I. Knight -2.5 +2.5

Bishop -3.0 +3.0
Castle -5.0 +5.0
Queen -9.0 +9.0[ King -~

- (Add iti onal Cons idera tions)

Strategic position
Control of cen ter of boar d

4 _ _ _ _ _

I Figure 111.1. Values in the Game of Chess
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To appreciate the operational mean ing of the values , consider

how White would use the values In selecting his next move. Based on
the current position of the remaining black and white pieces on the
board, Black might consider capturing a black bishop wi th his castle.
This move would have a val ue of +3.0. (This explains the reason for
the signed values in Fig. 111.1.) Alternatively, he might si mply advance

a pawn one space. Si nce no pieces are captured, the move has value
zero. The firs t move--cast le takes bishop--therefore has the highest
value and should be selected. Further study indicates , however , tha t
Black coul d respond by capturi ng White ’s castle wi th his queen. The
net value of the move Is then —2.0 (3.0 - 5.0). The move of the pawn - -
with value zero is then the preferred move.

This simple example illustrates several Important points about
heuristic values . First of all , they do not rigorously reflect the 

V V

ul timate game values ; they are developed heuristIcally (in the sense
of serving to discover) to encourage moves that tend to lead to wi nning
play. They are developed both on the basis of experience and logical
deduction. (The queen must be more valuable than either the bishop or
the cas tle , for it executes al l  the moves of one p l us the moves of the
other.) Second, the time hori zon is critical in determining the values ;
an excess ivel y short hor i zon , or more precisely one that leaves White in
danger, coul d be fatal to the player employing only the Fig. 111 .1
values . Short time horizons——and often much longer ones-—requ i re that
more than the intrinsic value of tht~ pi eces be taken into accoun t in
eval uating a move. In chess, the strategic position of the pieces or its
surrogates, such as the control of the center of the board, must be

considered In developing heuristic values that are adequate for governing
play without looking a considerable number of moves ahead. Such careful
considerations of all consequences that might impinge on the desi rability
of taking a particular course of action are, in general , necessary In
formulating values in value—driven decision systems .
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I Fortunately, through experience In developing value-dri ven systems,
guidelines and principles have been identi fied which considerably simplify

I the task of developing values for value-dri ven systems. Al though the
- development of such values is still largely an art, considerable guidance

can be given to the designer of a value-driven system. The examples
I discussed in this chapter are intended to Illustrate the guidelines and

principles useful in the development of value structures.

1 1B. THE MERCK SCHEDULER -

~ I 
As indicated in the previous section , even though guidelines and

general design principl es for value-driven decision systems can be
ident i f ied, the design of the value function is still primarily an art.

t I It is therefore of utmost Importance for the prospective designer of
a value—driven system to develop an intuitive understanding of the way

J value functions are constructe d . For this reason, we begin the discussion
1~ of value functions in value—dri ven systems by examining In considerabl e

1 detail the development of values in the Merck Scheduler. In this system,
- 

the val ue structure serves as the veh icle for sc hedul ing a large, 200
— 1 

I 
produc t chemical p lan t, which makes use of multi—purpose equipment——tanks ,

I filters , centrifuges, and the like——t hat can be connected in “erector
! I set—like ” fashion to produce a production line for a particula r product.

Al though somewhat more complex than is required for most applications ,
the va l ue struc ture in the Schedu ler prov ides an ideal case s tudy for

- 1 value des ign , in that It illustrates many of the basic principles of
value func ti on des i gn , whi le avo i d ing suc h i ssues as uncer ta inty or game

- 1 theoretIc considerations which are important but tend to unnecessarily
- compl icate the discussion.

1. The Schedullng Problem. To clarify the specific schedul i ng

- probl em, Fig 111.2 provides a representative--but abbreviated--list of

- 

- products that are required for production in a one-year time period .

— 1G. Lucas et al. , A Modernized Plant Design and Schedullng System, in
five volumes (Merck ai~d Company], D~ecember 1970.
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- Filters , Tanks , etc . ,--List for the Merck Scheduler.
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Gi rl s ’ names are used to Identify the products, so as to protect Merc k
proprietary data. The types of products Invol ved, however, incl ude
Vitamin C, Monosodium Glutamate (MSG), and Indomuthicin. The most
significant information -In the figure is the list of modules for each 

V

product. These modules are the filters, centri fuges, etc. that must

I be connected together to produce a specific product. Note that multiple
modules of a given type1 such as the two module 4 ’ s for Rosalind-I11,

- 

I I can be required to produce a given product. A minus sign indicates that
a substi tute module may be substituted for a primary one. A separate

I list of substitute modules is separately input to the Scheduler.

I A highly simplified production schedule is shown in Fig. 111.3.
The products , numbered 11—108, run across the top of the figure wi th
the time periods, each of one week ’s duration , running down the left-

I most column. The “x ’s ” in the body of the figure indicate that a product
was produced during a time period; the “.‘s ” indicate that a product

1 was not produced duri ng the period. In the figure note that typical
production runs for the products are from two to five weeks. These
rel atively short run times, which reflect trade—offs between setup
times and i nven tory hol di ng costs, result in products being put into
produc tion from one to five times per year and are hence, respons ib le
for the complexity of the schedules In the Merck plant. Finally, note
that the rather sparce scheduling of products indicated in the figure—-

I not more than five products are in production at any one time—-is a
property of the limi ted product set used for illustration. As will be

I shown below, the sparcity of products in production does not persist
when a full product set Is used.

The modular usage for the schedule of Fig. 111.3 is shown in
4 1 Fig. 111.4. The modules are shown across the top-—there are three

modules of type 1, for example--and the periods are shown down the far

:1 l eft-hand column, as before. The numbers within the matrix are the

1 identities of the products us i ng the specific modules . For example,
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Figure 111.3. A Sample Schedule for a Small Product Set.
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product 35 uses the first of the modules of type 1 durIng the first
six time periods. An asterisk beside a product--e.g., product 11 in
module 21 in periods 5-7——indicates that a substitute module is used.
Another product has already been assigned the primary module. J

To indicate the nature of the schedules for a full product set ,
Fig. 111.5 indicates the schedule for such a set for the first three
module types for the first thirty weeks of production. Note the high
modular utilization rate. . •1

2. Qualitative Considerations in Value Design. Consider now --

the nature of the scheduling problem facing the simulation designer.
Since scheduling decisions must be made weekly, (21°°)52

~ io1565

distinct schedul es are possible in a 100-product plant over a one-year 
-

time period. Hence, no exhaus tive or “jigsaw puzzle ” approach for
developing optimal—-or near-optimal--schedules is feasible. A heuristic
value approach, however, in which values are associated wi th individual
products in much the same way that heuristic values are associated with -.
chess pieces in the chess game can be used to produce the schedules. -~

This is the approach adopted in the Merck Scheduler. .1 -

The first step in developing the heuristic value structure is to
identify the objectives or ulti mate values for the system. The objective
for the Merck Schedu ler is very simpl e: to genera te schedules tha t
maximize corporate profit whIle meeting expected sales demand.’ Since -

sales demand in the Scheduler Is assumed constant and known over the year,
maximizing profit is equivalent to minimizing costs. Since cost minimi-
zation provides a conceptually simpler way to think about the scheduling
problem, It will be used in the fol lowing discussIon. .1

________________________________________ )
tStrictly speaking, in developing schedules maximizing profit takes

9 precedence over meeting sales demand . For a properly sized plant , -

9 however, s tockouts occur Infrequently, since large penalties reflecting
loss of goodwil l are “charged” against the schedule.

Jr 74 4 ;

_ _ _ _ _ _ _ _ _ _ _ _  
_  

L
~j- V - 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - -~ ~~~~~~~~~~~~---~ ----~~~~~~~.



II..— _. ~~~~~~~ WP~4~7~~~~ ’•V._ 
~
._  

~~~~~~~~~~~~~~~~~~~~~~~~~~~ — ~~~~~~~~~~~~~~~~~~~~~ ~ ,~~~~~~~ _ _ _ _ _ _ _ _ _

- V  - V - -.-~~~~—- -

I
I
I
I V

I
I I I I I I 4 0 0 0 2 1 3 2 2 3 3 3 3 1 3 5 3 S

5.5...fl.,,... ...IS5SS ~~.SSISSe5•S SflSISC 0 5 SSS* S SS•II5S SS••I• S f l I e S f l • S f l S 5 5 S 5 5

%S IS 45 43 III *0) 0 IS 45 52 77 III III S I S IS IS IC 52 30 35 35 77 lIt
.4

iS 16 45 45 lOS I06 S 16 45 3? Cl SI ISO ISO S S SI ISO IS 3? 00 55 35 0 II)

V g, 15 iS 34 143 154 104 115 06 44 Ii CI 01 354 154 415 113 SI lOS 34 Si Ii 45 3* 111 11?

40 *13 0 III lOS 106 III II? II? Ii CI CI ISO 150 II, III 5% lOS 10 Il 32 65 Iii 113 lIt

15 1 3 7) 71 0 S 1 3 5? *1 CI 7* 5 S S SI 3 60 Cl 31 65 SI IS Ill

55 II 13 7% 71 115 116 73 50 50 SI SI 71 115 116 S SI 71 60 SO IlS *0 IS US 116
- 

75 3% *0% 7% 7% 404 0 Ii 50 54 101 104 71 0 5 0 II 3% Cl 50 32 104 ISS ISS 104

- 
SC II * 0% 31 II 103 5 12 50 50 101 3? 15 0 S I II. II 13 50 15 55 55 U 11

- CC 34 S 37 15 *01 0 10 50 50 00 Ii 55 0 0 0 1* 1)4 13 50 13 35 35 ISS ISS

$04 15 104 40* 104 4) 7 0 104 *0 Cl Ii 104 lOS II? lit S III *36 104 50 104 104 III Ill IS

II’ IS 104 73 73 103 0 lOt CO 50 35 73 77 0 5 5 37 37 404 CO 304 73 77 III ISS

Ill 10 1) 44 lOS lOS 1)7 44 50 50 35 805 lOS 1)1 131 0 I) 45 46 SO 74 74 *04 I)? I)?

133 IC t IC III 406 104 33 115 115 I)) III 105 104 0 0 0 7* 72 SI SS III 110 lOS 413 III

II’ 114 114 II 73 73 7S 115 110 32 12 73 17 50 50 0 37 1? 75 71 110 110 75 50 101

55 13 lIt Ii 100 Iii 0 1) lOS 1-? 4? *55 0 50 SO 0 33 II 40 50 10* Ill III 50 101

64 II 35 lOS 0 171 0 13 36 0 0 0 0 50 00 0 II 13 57 St ISS 121 Ill CO IlS

175 15 15 35 45 106 305 15 20 45 45 404 106 50 50 0 25 25 45 45 ISO 74 74 50 IS

$55 I) 15 46 103 0 0 IS 46 0 0 0 0 50 50 0 31 46 36 72 SI 72 IS SO IlS

ICC II 54 46 106 lOS 0 56 86 104 lOS 0 0 50 CO 0 II 45 SI II Si 5* lOS 50 0

20. 35 Il 73 lOt lOt 13 Ii 3? 104 100 11 11 50 50 0 15 73 77 0 0 0 *06 50 0

7)5 3 II II 7* 102 IS) 12 Ii 2 45 31 100 50 50 11) IS IC 37 37 IC 35 75 50 103

t 715 114 III III III 0 0 17 114 III III III 116 50 50 134 74 74 7? 134 114 III 116 40 III

3)4 II II 07 101 lOs 0 32 71 11 57 lOS *06 50 50 0 37 17 42 31 07 (06 0 50 0
4’

245 45 45 73 *06 lOS 71 45 45 74 0 lOS 406 50 50 0 45 45 72 72 73 lOS 55 SO SS

- 
734 II 104 0 0 0 0 104 0 0 0 0 0 50 50 0 01 13 44 44 ICC 104 0 50 0

is. SI 0* 1* 106 OS 0 14 105 105 0 0 0 50 50 0 II II IllS 0 0 0 0 CO 0

174 II TI II 14 31 II 71 24 Il 3* 77 0 50 50 0 II U 34 8 35 77 0 CO 0

7*5 7) 73 5) 105 105 0 1% C? 57 lOS 77 lOS SO CO 0 71 St *05 3)6 486 77  0 50 0

PC. 10$ 0 0 0 0 0 0 0 0 0 0 0 50 50 0 7* 72 55 III Ill IS 0 II 0

105 4 3 3% 45 75 0 3 3 Si 0 0 0 00 CO 0 3 3) 44 115 115 Ii 15 *0 0

Figure 111.5. A Representative Portion of a Schedule
For a Full Product Set.
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The next step in developing the value structure is to Identify -

the features that a schedule should possess in order to minimize costs . . 
V

These may be conveniently described first for an oversized plant in which
the products may be scheduled independently and then for the normal or V

.

undersized plant in which the products coo~ete for the use of the modules.
The value structure n*ast then be constructed so that the schedules will
exhibit the desired features .

In the oversized plant, cycle lengths, i.e., the t ime between -

the start of consecutive production runs for each product, are the primary
feature used to characterize the schedules. They are constructed so as
to minimize the cost of production for the products . The determination
of an optimal cycle length for a product involves a trade-off between
the cost of setting up the modules for production and cleaning them out
afterwards and the inventory hold ing costs , which reflect the cost of
storing the product. Setup and cleanout costs vary inversely with the
cycle time, for If the cycle time is halved, the number of setups re—
quired is doubled , an d the invento ry hold ing costs vary propor tionall y
with  the cycle time. Formally, then, the cost per un i t of product -.

V produced, excluding the raw material costs, is given by:

C = ~~- + BT

where cz and B are readily calculated constants. The optimal cycle time -

is then given by:

V 
-I

T0~t
— 
~

which shows that cycle length increases with setup costs and decreases
with inventory holding costs. The product run lengths implicit in
Fig. 111.3 ref lect the trade—off between these two factors.

I
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I Having determined the optimal run length, it Is necessary to

determine the conditions under which a product is put into production.

I These conditions should be related to the Inventory of the product on
hand. For exan~le, a product with a low inventory on hand and In danger V

of a stockout should be put in production before a product with a large

I inventory on hand. In fact, it should be possible, based on economic
considerations , to define a normal minimum inventory level , at which

I point the product would go into production. The product would then
continue in production for a run time corresponding to the optimal run

I length of the product. This run time would then define a normal maximum
inventory level. Thus, in the oversized plant the inventory level should

I 
fluctuate between norma l minimum and maximum inventory levels with pro-
duction beginning when the invento ry on hand drops to the normal minimum
level. If a product were prematurely to go into production at an inter-

I mediate inventory level , it would incur excessive setup costs if it
cut off at the norma l max imum inventory level , or , if production continued

I for a no rma l run time, it woul d incur excessive inventory holding costs.
The heuristic value function must therefore implici tly look ahead to

I foresee the added cost burden that would be incurred if the product is
put i nto production at a point other than the normal minimum inventory

i 
level .

Now consider the situation that occurs in the normal or under-
sized plant. Competition for use of the modules now arises among the
products. A determination must then be made of which products are
more important to produce during the current time period and which can
be postponed to subsequent periods. Postponement of production causes

I the normal oscillations between minimum and maximum normal inventory
levels to be distorted. “Bot tl eneck” modules--which are modules re—

I 
qui red by many products or, more explicitly, modules with high utilization

rates--arise which stand to dominate the development of a schedule.
Products using these modules must1 In ef fect , be scheduled first and

I other modules then scheduled around them. The scheduling of the normal
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or undersized plant, which is by far of greater interest as modules
are Inmiensely expensive, Is thus much more con~ lex, involving the trade- ..  V

off of many more factors, than is the scheduling of the oversized plant.

To reflect the con~etition between products and to ensure the
most profi table schedule is produced, the most useful procedure to use
in constructing a value function for a product is in terms of the “cost”
one is willing to incur to produce on the product. The hi gher values ,
i.e., a greater willingness to incur costs , should therefore be assigned
to very profitable products rather than to the less profitable products .
Equally important, however, in  developi ng sat isfactory schedules is that V

products using bottleneck modules should have higher values than products
not using as many bottleneck modules , for they are harder to schedule and
should therefore be given a higher value (i.e., one should be willing
to incur a greater cost to produce them). Somehow included in the value
func tion shoul d be a reflection of the “value ” of the modules requ ired
for the product’s production. These “va l ues ” w i ll be shown below to
correspond to Lagrange Mult ip l iers, or in econom ic language , shadow
values . They represent (approximately) the added profit that would be
realized by adding one additional module of the specified type to the
plant.

3. Mathematical Preliminari es: General Lagrange Multiplier
Theory. Before describing the construction of the values in detail , it
is useful to assume they are already at our disposal and to indicate how
they may be used to select the optimal product set for a g iven time
period. The discussion will also illustrate the nature and role of the
GLM in the value-driven theory. The reader may, if he so chooses , skip
much of the mathematics to follow. He should , however , understand the
physical interpretation of the Lagrange Multiplier or shadow value. It
will appear again in the discussion of values for the TAC COMMANDER and
MUSTEX models.

V 
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I As a first step, the scheduling problem is cast In the form of

V 
an integer linear progranming problem. In this form, the set of products

I to be produced Is that set which maximizes the total product value, sub-
ject to the constraints on the availabi lity of modules:

Maximi ze

I Z = V
1

X
1 

+ V
2

X
2 

+ • + VNXN

$ subject to the constraints

n11x1 + n12x2 + . . . n]J4x~4 :~ N1

1
I ~MlXl + nM2x2 + S nf4~4x~ < NM

I where

J = the value of product I.
xi 

= CO,1} is the production variabl e for product i.

l fljj = number of modules of type i used by product j.
N = number of products.

I
N1 

= number of modules of type I.
M = number of module types.

I In this form , the problem resembles a standard linear progranuning
problem except that the variabl es assume integer rather than continuous

I values. Since the variables may only assume the values (0,1 ) continuous
approximations to the variables are not feasible.
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The GLM theory may now be applied to the problem. This will not only

allow the problem to be solved but also will provide the shadow values - , 
V

that are required in the construction of the value functions themselves.
A formal sta tement of the GIM theorem for discrete variables is as follows :

Given: A set of N + 1 functions Z(X), CK(X) , K = 1, ... , N
defined on a set S, X c S.

Then: If A K, K = 1, ..., N are sets of nonnegative real
numbers and X maximi zes the function

L ( X )  = Z ( X )  - A KCK(x) 

•

1

over the set S, then X~ max imizes Z(X) over the set
of a l l  X suc h that CK (X) < CK (X*) for all K.

Note that the theorem very closely resembles the corresponding
Lagrange theorem of Advanced Calculus . That theorem, however , requ i res
the func tions Z ( X ) an d CK(X) to be continuously differentiabl e over the
set S. By contrast, in this theorem the set S may be any set, including
the nonnegative integers, and the functions Z(X) and CK(X) may be any - .
functions , continuous or otherwise, having only the property that the
maximum of L(X), known as the La grang i an , ex ists.

It is Important to realize that a price is paid for the generality
of the Lagrange theorem; it would not be feasible to apply without a
computer. To use the theorem, one first chooses a set of Lagrange
Mul tipliers (shadow values ) A K and then max im izes the Lagran gi an L ( X)
by whatever means are convenient. (Note this is an unconstrained maximi-
zation.) The value X~ that maximizes L(X), then also maximizes Z(X) over
the set of all X, for which CK ( X )  ~ CK(X*). One thus does not know for
what set of constraints the problem has been solved until after 1(X)
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—— -V~~~~~~~~ - -— —~~~~- — ____   ~~~~~~~~~~~~~~~~ :~~~
_ _ •



- - — -— — 
- - 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -. - ~~~~~~~~~~~~~~~~~~~~~ 
V

L

I
I has been maximized ((since one does not know X~, one does not know C~(X )).

In sol ving a problem for a given set of constraints it is necessary to

I 
maximized and remaximize 1(X) for various sets of A Ks s until a set which
satisfies the desired constraints is found. 

V

I Numerous iterative techniques have been devised for determining
the A K’S and discussions of them are contained in the references. Almost
a l l  of them are based, however, on the physical interpretation of the
A

K

’
S ) an interpretation we wi ll use repeatedly in this section. Restricting

I oursel ves for simplicity to continuously differentiable functions , i t  may

be readily shown that

A
r 

= 
aZ(X*j

aX K

I What thi s expression means i s that A K 
represents the increase in valu e

that would be realized by adding one additional unit of resource K.

I Expressed in terms of our problem, A K wi ll be seen tr~ represent the
additional profit that is realized if a module of type K is added to
the plant. If for an optimal solution , a constraint is not active , i.e.,

I some of the modul es are unused , then the corresponding AK is zero , for

I 
adding an additional module will not improve the solution.

To obtain the iterative solution , one may proceed directly from

‘ 
the physical Interpretation or, more simply, notice the way in which A K
ent ers the expression for L(X). If an intermediate solution is found

, t~ .st tasis u~ re Ck(X) than is actuall y ava i la b le , increasing A K increases
. p.ftê l y for using the resource, which on the next iteration will re-

“s. ~u~ n t f ? y  of the resource consumed. Similarly, if a resource i s
- -.* . - .4 i. . r . sc l nq  ~ on the next i teration will increase the quantity

~~ v.- p - 9øq~~~~~~~~ d Proceeding systematically in this manner will

I ‘
~~~
‘ ~ ~~~ I ’$~~d so1~tiOn .
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The proof of the GIN theorem is very simple. It may be proved
in two steps: - .

*Since X maximizes 1(X),

N N
L(X *) = Z(X *) — ~~cK x* > 1(X) = Z(X) — A KCK(X) for all X,

= 
V

so that

z(X * ) ? Z(X)  + ~~~xK[c
K(x*) - cK(x)]

and therefore for al l X such that CK (X) ~ cK(x*), K = 1 , 2, . . . ,  N

z(X *) � Z (X).  .

The final step follows as a consequence of the requ i rement tha t the A K ’S -

be nonnegative real numbers.

The final mathematical step required to complete the formalism is
to put the integer linear program for the Scheduler into the Lagrangian
formulation. If we make the identification

Z (X) = ~~~V1X.~ X (X 1, X2, ..., XN) -

cK(x) = fl KiXi K = 1, 2, ..., M 
.,

then

82 
V

r~ ~~~~~~ ,

L
— -- V  - -  -- V



~ rf’ -- ~c- ~~~~~~~~~~~~~~~~~~~~~~~~~ -~~~~~-- 
• 

~
— 

— 
- 

-
~~~

I
1 4
1 1(X) = 

~~~~~~~~V 1
X

1 
- EA K ~~~~~~~ X

1 
= ~~~ L1(x 1)

where V

I L1(x~) =(v 1 — 

~~~
A KnKI)Xi

= (Value of product i minus sum of shadow values for product i)X1.

The important feature of this expression is that the total Lagran-
gian for the whole product set has separated into a sum of individual

I Lagrang ians , 11 (X 1), one Lagrangian corresponding to each product. The
- 

-
. total Lagrangian 1(X) may then be maximized by maximizing each L

~
(X 1)

separately. The introduction of the Lagrange Multipliers has thus
served to decouple the products. Furthermore, each L1 (X 1) is easily

I maximized , for it assumes onl y two values : a zero value if the produc t
is not in production , and a non-zero value if it is in production. If
the in—production value is positive, then the Lagranglan is maximi zed
by putting the product in production. If the in-production value is
negative, then the lagrangian is maximized by not putting it into

I production .

J To obtain the optima l product set for a period , subject to the
constraints on the modules , an initial set of A’ s is chosen and the

I ind iv idual Lagran gi ans L 1 (X 1 ) are maximi zed. The initial A’ s are set
to a weighted average of the “ins tan taneous ” A’ s for the preceding

I 
periods. 

V 

After the maximization Is completed , the number of each type
of module requi red is determined and compared to the number available.
The A’ s are then adjus ted accordi ng to the procedure descr ibed above

- ~ I and the maximization repeated. Proceeding in this manner, the optimal
schedule is generated.
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4. Construction of the Value Function. Consider now the detailed
construction of the value functions . Figure 111.6 illustrates a repre-
sentative value function for a final product, i.e., a product which can
be purchased from an external source for resale. Note first that the
values are a function of the inventory on hand. For large inventories,
It is not critical to produce a product during the next time period, so
that the values are small ; conversel y, for small inven tor ies, it Is more
important to produce the product, so that the values are corres pondi ngly
high.

Nex t note the presence of the max imum and min imum norma l inven tor ies
levels. As previously described , these represent the inventory levels
between which the inventory would nGrmally be expected to fluctuate.
The difference between the two level s is equal to the inventory produced
duri ng an optimal run length diminished by the sales during the run.
In a typical run in a plant with excess capacity, a producti on run for
a product will normal ly be initiated when the inventory falls to the
norma] minimum inventory l evel . To explain how the value function ensures
the i nventory will fluctuate between the two l evels, and how the value

¶ function modifies the behavior in a tightly constrained plant , it is
necessary to examine the construction of the value function in some
detail.

The value function for a product is constructed so that its value
at any i nventory l evel represents the cost per pound that one is willing
to incur to produce the product. Therefore, the maximum value of the
val ue function must not exceed the cost at which the product can be
purchased from an external source for resale. Th i s cost sets the upper
limit for the val ue function. It is indicated by the upper dotted line
In Fig. 11 1.6.

- I : The direct variable costs-—raw material , utilities , and labor——
must be charged against the product. Their cost per unit of product
produced is indicated by the lower dotted line in Fig. 111.6. Since it
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is assumed that the products will be produced during the year, the cost
of the variable components can be excluded from the value function.’
Variable costs are formally excluded from the value function simply by
reducing the value function by the variable costs. Zero value then
corresponds to the lower dotted line in Fig. 111.6.

Next note that there are two curves for the value function. The
lower curve is the value assigned to the product when it was not in
production during the previous period and the upper curve is the value
assigned to the product when it was in production during the previous
period. The product is assigned a greater value if i t was in produc tion
duri ng the previous period since it could continue in production without
incurring the setup costs that would be necessary if it were not in pro-
duction during the previous period. The difference between the two curves
represents thi s difference in cost. The value function is thus constructed
to encourage products in production to remain in production the following
period.

Consider next the shape of the value function between the minimum
and maximum inventory levels. The function is constructed to reflect
the additional cost that is incurred for non—optimal run lengths. For
example, a product entering production with an inventory halfway between
the normal mi n imum an d max imum inventory lev els woul d normall y con ti nue
in production until its inventory reached the normal maximum inventory
level. This would mean that the product would be running for a period
equal to one—half of its optima l run length. The displacement between
the value function at the minimum normal inventory and the point halfway H

between the mi n imum and max imum norma l inventor ies i s then cons truc ted
to represent the Increased c’-’st that would accrue from using the non—
optimal run length. Similar arguments apply to other points .

1Except in the event of stockouts In a severely undersized plant , the H

value function is intended as a means for determining when to produce
a product, not if to produce it.
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I Now consider the values of the value function at the minimum and

maximum normal inventory levels. The generation of these ~Iues is the

I most critical factor In the generation of the value function and one
of the most important features to be -Illustrated by the development of

I value functions in the Scheduler. To establish the value, f i rs t  observe

that there is an opportunity cost associated with the use of a module 
V

by a product. By using a module, a product denies its use to another

I product which could go into production were it available. There is
thus a cost associated with using the module that should properly be

I charged to the product and hence, should be included in the value
function. A reasonable measure of the magnitude of the cos t that shoul d

I be charged to the product is the added profit that would be realized
if an additional module of the specified type were added to the plant.

I 
But this value is just the shadow value (Lagrange Multiplier) A

~
. Hence,

the Lagrange Multiplier provides the quantitative measure of cost that

I
-Is required in the value function.

To generate the value of the value function at the minimum and

I maximum normal i nventory levels, it is then, wi th one provision , only
necessary to set the value function at the two points equal to the sum

I of the shadow values for the modules used by the product. The provision
is that the sum should be taken over the “avera ge” shadow values , where

I - 
the averages are generated by averaging the “ i nsta ntaneous ” shadow va l ues
over several time periods. The average shadow values are more represen-
tative of the average cost of the modules and, as will be seen below,

I their use ensures the proper development of a schedule in a constrained
plant.

To see that, on the average, the correspondence between the normal

I minimum and maximum inventory levels and the shadow values results in
- the product going into production at the normal minimum inventory level

g and out of production at the normal maximum inventory level , recall tha t
the Lagranglan for a product I has the form:

1 
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L1( X )  = 

(v1 _EA knki )x 1
\ k 1  /

The Lagrangian may be either positive or negative. If it is positive,
the product is put into production; if it is negative, it is not put into

production. Therefore, if the Inventory is initially at a point between
the normal minimum and maximum inventory levels and the product was not
in production during the preceding period, the Lagrang ian is negati ve
and the product is not put in production during the following period.
As the inventory decreases, the point Is reached at which the value v1
becomes equal to the sum of the shadow values and the product goes into
production. This is just the normal minimum inventory level . Similarly,
as new inventory is produced and the value function drops to a position
where it intersects the average shadow value curve, the product goes
out of production. This is the maximum normal inventory point. The
value function thus behaves in the desi red manner.

Before describing the behavior of the value function in a “bottle— 
- .

necked” plant , it is necessary to establish the position of the normal
minimum inventory l evel relative to the origin. For a final product
value function in which the product can be purchased from the outside , V

it is possible to specify a minimum acceptable inventory. This i nventory
is essentially a buffer i nventory below which the actual i nventory should
not drop. The position of the minimum normal i nventory line is then
simply chosen so that the va l ue function intersects the minimum acceptable
inventory line with a value equal to the cost of the final product. (The
shape of the value function curve to the left of the minimum normal
i nventory l evel is constructed to reflect the additional cost incurred
by the expected increased run time, just as the value function curve
to the right 0f the level represents the additional cost incurred by
the decreased run time.) This completes the definition of the value
function.
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I Consider now the behavior of the value function In a bottl enecked

plant, i.e., a plant in which certain modules tend to constrain the

I development of the schedule by being In urgent demand by two or more
products. To explore this situation, it is first necessary to note
the direct correspondence that exists between the bottleneck modules

I and the magnitude of the shadow values associated with them. Since the
bottleneck modules constrain the development of a schedule, they therefore

I constrain the capability of the plant to generate a profit. If additional
bottleneck modules are added to the plant, the modules cease to be bottle-

I necks and the “absolute” profitability at the plant can be expected to
significantly increase. This means that the shadow value for the bottle-

I 
neck modules , which represent the increased profitability of the plant
resulting from the addition of a module of the specified type, are large.

I 
Hence, large shadow values correspond to bottleneck modules.

Now consider the behavior of the value function first when a

I product does not use bottleneck modules and second when it uses at
least one bottleneck module. When a product uses no bottleneck modules ,

I the sum of its average shadow values is small so that the lower two
dotted lines in Fig. 111.6 tend to coalesce. The product will then go
i nto production at the normal minimum inventory l evel and will go out
of production at the normal maximum inventory level , for the “out of
production” value function is negative at all intermediate points and

I the “in production” val ue function is positi ve at intermediate points
and negative beyond the normal maximum inventory level . If a product

I uses no bottleneck modules , it is thus produced just as it would be
produced.in an oversized plant.

When a product uses bottleneck modules , the space between the
lower dotted line in Fig. 111.6 tends to increase. This has two re-
la ted effects: (1) the value functions for products using bottleneck
modules becomes large, thereby encouraging their production and , (2)

I since the value functions are now posi tive in regions where they were
formerly negat ive, production may begin earlier; i.e., for Inven tor ies

I less than the normal minimum i nventory; and may continue longer; i.e.,

I ~~ 
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for inventories in excess of the normal maximum inventory. The increase

in shadow values provides the flexibility in production scheduling necessary

to construct a satisfactory schedule.

The detailed determination of the time a product using bottleneck

modules is put into and taken out of production invol ves the Interplay
between the average and the instantaneous shadow values . Recalling

that the val ue func tion v1 includes the sum of the average shadow values
in its construction, an d from the ind ividual Lagrang ian ,

Lj(x
~
) = (Vi 

_
~~~

A KnKi) x.~

that the instantaneous shadow values are subtracted prom the value func tion
in the La grang ian , It can be seen that the difference between the two
types of shadow values is critical to the determination of the sign of
the Lagrangian (and hence, to whether or not the product is put into - •

production). It is just this interplay that is the key to the generation
of efficient schedules. If, for example , a few modules , which are gener- V

all y bottlene ck modules , happen to be available during a period--e.g.,
because ano ther produc t that has used them now has adequa te Inven tory
on hand--then the instantaneous shadow value for them will be low. The
d i fference between the value of a produc t that uses them and the sum of
the ins tan taneous shadow values w i ll  then be lar ge and the produc t wi ll
be virtually certain to be put Into production--when “the getting ’s 

- 

-

good ,” so to speak. This mechanism together with the previously described

mechanism--values are high when inventories are low--which is basically
indepen den t of the shadow values , provides the central dri vers for the

Scheduler.

Other features of the two driving mechanisms can be readily in-

ferred by the reader. One particularly interesting feature of the

Instantaneous Lambda mechanism is that it may lead not only to a product
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I being put into production early but to production being delayed if modules
have an unusually large instantaneous demand. Thus, the Ins tantaneous

I Lambda mechan ism can either push the production of products forward or
backward In time to develop efficient and cost-effective schedules.

I ~ 5. Derived Val ues. Before sunmiarizing the general features of
the value functions in the Scheduler and relating them to combat modeling,
i t  is useful to consider briefly how the concept of a derived or inputed
value is realized in the Scheduler. In the Scheduler, final products
are not in general produced directly f rom raw materials del ivered to
the plan t. Ins tead , a multistage process is required in which chains

I of “intermediate” products are produced to provide the “raw material”
necessary to produce the final product. The intermediate products are

I similar to final products in every way except that instead of being
sold, their output is used as input to the next higher product in the
chain. The products thus have derived or inputed value in the sense
that they are not sold as final products but they must, neverthe less,
be produced in order to produce the final produc t. The problem i s thenI how to associate values wi th the intermediates.

I The method that was found to work most effectively for reflecting
the value of intermediate products was to use for each intermediate its

I - final product value function with two modifications .

• In place of using the inventory of the final product, the

I intermediate product used the di fference of: (1) the
cumula ti ve inven tory of all produc ts at an d above the

I
- 

intermediate product in the chain and , (2) the cumulative
sales demand projected ahead to the time when the current
out put of the intermed iate could be expected to be conver ted
into the final product.

I • The shadow values for the modules used by the intermediate
V 

replaced the shadow val ues of the final product In calcu-
V lating the value function .

i 
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The first modification Is intended to reflect two characteristics
of the production process in the value functions: (1) all inventory at
or above the intermediate product in the production chain may be used
to produce the final product wi thout requiring additional production of
the intermediate and, (2) the relevant time for assessing the final pro-
duct Inventory is the time that the intermediate inventory, which would
be produced during the next time intervals , is avai lable for use in
producing the final product. The second modification simply reflects
the fact that the module rent that must be paid to put the intermediate
in production are rents on the modules used by the intermediate not by
the final products.

The interesting feature of the derived values in the Scheduler
is that the values represent an initial formative step in the development
of techniques for transmitting valuative information in  val ue-driven
decision theory. Current practice primarily makes use of the value- 

- 

I 
I

mediated coninand l anguage, which makes the transmission of valuative
parameters between decision elements, for conveying information. Chapters
IV and VI I discuss the use of the con~and language in value-dri ven systems.

6. Implications for Combat Modeling . Now let us suniBarize a
number of features of the val ue func tion i n the Scheduler that have ‘

particularly sign ificant impl ications for combat modeling.

• The most fundamental consideration in the design of value-
dr iven systems i s to develo p a value structure tha t produces
the behavior desired of the simulation . The value structure

- has no intri nsic value in i tself but is only a means of
producing the desired behavior. Even in the Scheduler , in
which profit maximization seems to be the guiding principle ,
it Is in reality but a guideline for constructing desirabl e
schedules. Where its use results in features of the value
structure that lead to undesirable features in the schedule ,
the value functions--profit maximi zation aside--are modified - -
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1
I
I to produce the desired behavior. Such was the case , for

example, in determining the norma l min imum inventory level

I from the normal maximum inventory level . Strict appl ication
of the profit maximization principle produced inventories

I that were judged to be too hi gh. An ad hoc modification
was then made to the value function to produce the behavior
desired. Similar considerations , of course, apply in

I developing val ue structures for combat simulations . It is
extremely desi rable to have guiding principles analogous

I to the profit maximi zation profit for designing the value
structure , e.g., maximization of territorial gain , but the

I fundamen tal cons idera tion i s that the simula tion behaves
in a sens ibl e manner.

I • In the Scheduler the shadow values are used directly in the

construction of the value itself. Although this may seem

I to be a special feature designed specifically for the
Schedu ler , it is in fac t represen tati ve of a very general
approach that has been used extensively in the development

I of value-driven decision systems. The shadow values reflect
the worth of a constrained resource--in this case, the
modules used in the production of the products--and thus may 

—

be thought of as derived or inputed values in much the same

I way as the heuristic values derive from the ultima te values
or the intermediate product values derive -from the final

I 
product values . In combat applications , as is shown in the
nex t secti on , the shadow values may directly assume the role

- of the heuristic values , serving to guide the selection of

courses of action in combat. Combat aircraft , for example ,

are i n real ity resource s i n the same sense as the modu les

I in the Scheduler are resources, for they are used in achieving
a combat goal . They thus have sha dow values assoc iated

I with them and these may be t~ ed as decision-makin g values.

For exampl e, there is a val ue associated with destroying

1 -

I 
_ 
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an aircraft and a val ue at r isk in coninitting an aircraft
to attack. The use of shadow values in the Scheduler in
constructing the heuristic or decision-making values is
thus a very general procedure that can be exploited -in many
combat applications.

• The projection of alternatives for the purpose of assigning
values and selecting an alternative for implementation is
nearly always conducted at a higher l evel of aggregating
than is the actual run of the simulation. In projecting
the alternatives in the Scheduler, for example , the assump-
tion is implicitly made that the product will be abl e to
run until the normal maximum inventory is achieved. The
Scheduler in making the Drojection does not look at the
whole product set, determine which product will be using
which modules duri ng which time periods , and then decide
if the product can run for its natural run length . Rather
the assessment is made at a much hi gher l evel of aggregation ,
using the shadow values to reflect in an approximate way
the future availability of the modules . The general principle
of aggregated projection is maintained in nearly if not all
value-driven decision systems. It is especially important
in combat applications where not only is it cOmputationally
infeasible to make the detailed projections, but it often
requires access to infOrmation the decision-maker would not
be expected to have available to him.

•. In the Scheduler , once a product is put into production its
value is increased--by an amount equal to the setup and
cleanout costs--over its value when the product is not in
production. This has the effect of ensuring that, once
the decision is made to put the product in production , the
product will--barring a major bottleneck--be produced for

the full production run. This general type of value-
enhancement feature is also appropriate in combat modeling.
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